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Abstract While a number of viable physical mechanisms have been offered to explain the temporal
clustering of aftershocks, the spatial clustering of aftershocks, in particular the concentrated productivity
of aftershocks very near the mainshock rupture area, has been difficult to reproduce with physical models.
Here we present a new deterministic physical model capable of reproducing both the spatial and temporal
clustering. We apply this new model to a longstanding puzzling question raised by ground motion
observations, which suggest that nearby aftershocks show reduced ground motions relative to similar
magnitude mainshocks. In the model, the physical basis for these observations is reduced stress drops for
nearby aftershocks compared to similar magnitude mainshocks. These reduced stress drops are due to
nearby aftershocks rerupturing incompletely healed parts of the fault which ruptured in the mainshock.

1. Introduction

Earthquakes cluster intensely in time and space. While many aspects of earthquake aftershocks have been
well characterized, some fundamental features remainpoorly understood. Statisticalmodels have reproduced
many of the temporal and spatial clustering features of aftershocks and foreshocks [Ogata, 1988; Helmstetter
and Sornette, 2002; Felzer et al., 2004; Helmstetter et al., 2005; Sornette and Werner, 2005; Marsan and
Lengline, 2008; Powers and Jordan, 2010] and enabled useful associated statistical predictions [Kagan and
Knopoff , 1981; Ogata, 1988; Reasenberg and Jones, 1989; Gerstenberger et al., 2005]. A number of candidate
physical processes of their origin have been proposed [Dieterich, 1994; Huc and Main, 2003; Perfettini and
Avouac, 2007;HelmstetterandShaw, 2009], so there is agoodbasis for exploringhowtheir phenomenologyfits
with our understandings. While many of the proposed physical processes give consistent temporal behavior
reproducing the central basic Omori law (1∕t) time dependence in the rate of events [Das and Scholz, 1981;
Dieterich, 1994; Shaw, 1993], reproducing the spatial distribution of aftershocks has turned out to be a much
more difficult challenge for physical models. In particular, the observation that aftershocks occur not only in
the regions outside the rupture area but prolifically nearby inside the rupture area as well has been a great
challenge to reproduce in physical models (though statistical models put this in by hand).

A further challenge in trying to understand aftershocks physically is that some observations suggest that
ground motions of aftershocks are reduced, statistically, relative to similar sized mainshocks [Boore and
Atkinson, 1989]. More recent compilations based on broader data sets have led groups to differing conclu-
sions, with somegroups finding reducedgroundmotions for nearby aftershocks [AbrahamsonandSilva, 2008;
Abrahamson et al., 2014; Chiou and Youngs, 2008] and other groups not [Boore et al., 2014]. Are nearby after-
shocks then somehowdifferent frommainshocks?Given the lackof consensuson thesegroundmotion results
[Abrahamsonet al., 2008;Gregor et al., 2014], the use of these regressions in building codes, and the challenges
to our understanding of aftershock phenomena, a better physical understanding of these events would be
very welcome.

In this paper we present a new model which deterministically reproduces a variety of observed statistical
properties of aftershocks, including in particular the nearby spatial population of aftershocks. These nearby
aftershocks in the model have, on average, reduced stress drops relative to mainshocks of similar magni-
tude. Reduced stress drops for these aftershocks was discussed as an origin for the reduced ground motions
observations in the original observations [Boore and Atkinson, 1989] and has been shown to be consistent
with other features of the ground motions in recent work [Baltay et al., 2013]. With our new model, we find a
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physical source and explanation for this puzzling phenomena, giving a new tool to explore aftershock
behavior, and a basis for understanding how to better estimate societally important ground motions.

2. Model

A number of statistical and physical models have been developed to reproduce observed statistical cluster-
ing regularities. The statistical models have found many uses but also have limitations. Leading models such
as ETAS (Epidemic Type Aftershock Sequence) have run into difficulties when attempts have been made to
integrate with longer term models due to difficulties with elastic rebound effects [Field et al., 2014]. Recent
work by Shearer [2012a, 2012b] has pointed to the difficulty commonly used statistical models have trying
to match productivity and spatial and temporal distributions of observed seismicity. Other recent work has
called into question a typically used simplification in the statistical models that the spatial and magnitude
distributions are separable; instead, larger aftershocks were found to occur almost exclusively outside the
mainshock rupture area, breaking separability and suggesting the presence of elastic rebound effects [van
der Elst and Shaw, 2015]. Statistical models also do not provide any guidance regarding the questions raised
by the different ground motion models on whether or not nearby aftershocks differ from mainshocks. They
can of course build in such an effect—or not—but do not answer the question of whether such an effect
exists. Aiming for a physical explanation of the production of aftershocks near the mainshock surface which
has slipped, Dieterich, along with coworkers [Dieterich, 2007; Dieterich and Smith, 2009; Smith and Dieterich,
2010], has suggested that fault roughness [Power et al., 1988]may play a fundamental role in producing highly
heterogeneous stresses adjacent to the fault rupture surface,which candrive aftershocks in the interior region
of the mainshock rupture. While several statistical implications of these ideas have been explored, those
models fail to produce aftershocks that rerupture the mainshock rupture surface, a feature we will see in this
work is a significant limitation. Additionally, implementing these ideas in numerical simulations of the full
earthquake cycle in a way which could reproduce the spatial features has remained an unachieved goal.

Our new physical model is based on a generalization of an extremely efficient quasi-static boundary element
model developed by Dieterich and Richards-Dinger [2010]. Some details of the model and its approximations
are presented in the supporting information; a key aspect is that it preserves the fundamental features of
the rate and state friction equations, which lead to delayed time-to-failure nucleation effects and temporal
clustering [Dieterich, 1994]. Themodelmakes three key assumptions. First, elements interact with quasi-static
elastic interactions, so dynamic stresses are neglected. Second, rate-and-state frictional behavior is simplified
into a three regime system where elements are either stuck, nucleating, or sliding dynamically. Third, during
dynamic sliding slip rate is fixed at a constant sliding rate. These approximations allow for analytic treat-
ments of rate and state behaviors in different sliding regimes and a tremendous speed-up computationally.
Richards-Dinger and Dieterich [2012] have presented a number of favorable comparisons of this model with
fully dynamic simulations and observations, though they are, of course, not equivalent. Our current model
extends thismodel in twocrucialways. First,wehavegeneralized themodel to allow for remote loading, rather
than themore traditionalmethods using backslip loading. This new loading allows themodel to self-organize
slip onto structures, rather than reproducing a specified rate of slip. A second feature of our generalization is
the introduction of multistranded faults, taking a fault to be not a single surface but a braided anastomos-
ing system of surfaces. The multistranded aspect of faults is often noted in observations [Schaff et al., 2002;
Shearer, 2002; Hickman et al., 2005; Bryant, 2005; Lin et al., 2007; Madden and Pollard, 2012] but has gener-
ally not been included in modeling efforts [Ely et al., 2009; Dunham et al., 2011]. One reason for this may be
that it presents substantial difficulties for many numerical methods, such as finite elements and finite differ-
ences, since it requires the ability to simulate closely spaced low angled surfaces. It is a significant virtue of our
methodology that it can handle these situations. Multiple strands are important for a number of reasons. First,
it substantially reduces the tendency of rough faults to lock up [Dieterich and Smith, 2009], providing com-
plementary extensional and compressional bends on neighboring strands to accommodate shear motion.
Figure 1 illustrates this effect, comparing the slip rate the system chooses under the same constant stress rate
remote loading conditions, in one case for single-strand geometry, and in the other case for multiple strands.
Note the more crack-like (planar fault-like) slip occurring across the multistranded system in Figure 1b.

Two features of the computational framework extendwhat is already a very exciting deformational capability
to a whole new set of possibilities. First, the deformation occurs in individual stick slip events, showing a
wide ranging complexity with many earthquake-like features [Richards-Dinger and Dieterich, 2012]. Second,
the approximations of the rate state equations preserve the temporal clustering features arising from the
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Figure 1. Single-strand versus multistrand fault system geometry. Fault geometry is shown in Figures 1a and 1b. Slip
rate summed across fault system width is shown in Figures 1c and 1d. (a) Single-strand fault geometry. Color scale
shows slip rate in cm/yr. View is looking up from the bottom of the faults; there is more slip at the top free surface. The
fault-perpendicular Y axis is magnified relative to the fault-parallel X axis to illuminate roughness features. (b) Multiple
strands. (c) Single strand, slip rate summed across directions Y and vertical Z. Dashed line shows crack solution set to
maximum slip amplitude. (d) Multiple strands, slip rate summed across directions Y and vertical Z. Note in the slip rates
on the bottom how the multistrand (Figure 1d) is more crack-like in its summed slip across the fault zone, while the
single strand (Figure 1c) is tending to slip less and lock up.

nucleation process [Dieterich, 1994]. Thus, out of this interesting deformation environment arises a complex
space-timecatalogof events, a rich seismicitywith interestingbehaviors acrossmultiple spaceand time scales.

3. Aftershocks

Computing earthquakebehavior on a rangeof timescales in a self-consistentway allowsus to analyzehow the
statistical properties of aftershock sequences emerge from the fundamental physical properties of themodel.
We are able to simulate long sequences of clustered events over a whole range of time and space scales,
as Figure 2 illustrates. Note the crucial feature, illustrated in Figure 2b, that there are substantial numbers of
aftershocks happening within the area which ruptured during the mainshock, something missing in simpler
single fault surface models.

To be more quantitative, we stack sequences of moderate magnitude events, which can then be compared
with observations. For simplicity, we use restrictive criteria for selecting mainshocks and aftershocks, dis-
carding events with more ambiguity, since completeness in identification is not needed for our purposes. To
identify a subset of events as mainshocks, we fix a timewindow before and after an event and require that no
event larger than the mainshock have occurred in the preceding time window over a specified large length
scale. We set these selection criteria conservatively, so that we are discardingmany potential mainshocks but
retaining a clear unambiguous set of mainshocks (see supporting information for details). The model after-
shocks show a number of features which are quite consistent with observed earthquake aftershock behavior.
The decay of the rate of aftershocks following the stacked mainshocks in the model (Figure 3a) follows a
power law with an exponent slightly less than unity, consistent with Omori’s law for observed aftershock
sequences [Dieterich, 1994; Shaw, 1993]. There is also goodquantitative agreement between the observations
(Figure 3b) [Shaw, 1993; Shearer, 2012a] and themodel (Figure 3c) in themagnitude-dependent productivity
of aftershocks and the contrast with the preceding foreshocks. Other features of the modeled aftershocks
also compare well with observations, including Bath’s law relating the largest magnitude aftershock relative
to themainshock, and the distribution of sizes of events, which is a Gutenberg-Richter power law behavior in
moment for the small events, along with a characteristic peak of large events above the extrapolated small
events rate (see supporting information).

The magnitude-dependent productivities for the foreshocks and aftershocks do have some sensitivities to
a few model parameters. Parameters in the model include rupture parameters and fault geometry param-
eters. Stress drops are set by the rate-and-state friction parameters and an overall normal stress. The most
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Figure 2. Seismicity in a multistranded model on wide range of timescales. Horizontal axis is distance along faults in
kilometers. Vertical axis is time, with successive subfigures showing zooms into shorter time scales. Color denotes depth
of rupture on an element, in units of kilometers, with red deep and blue shallow. (a) Century timescale. (b) Years,
showing aftershocks happening along rupture area. (c) Seconds, showing dynamic rupture and initial early aftershocks.
Same event as lower large event in Figure 2b. Note spatial temporal clustering of events. Note also aftershocks
happening after large events along the rupture area.

important parameter affecting the relative aftershock productivity is a, the coefficient of the logarithmic
rate term in the rate-and-state friction constitutive law [Dieterich, 1994]. Increasing a increases the rate of
aftershocks. This occurs because many aftershocks happen when parts of faults which might have been
recruited to fail coseismically are delayed in their time to failure with larger a and instead fail postseismically

Figure 3. Productivity measures of aftershocks. (a) Omori law time dependence in the model. Number of events as a function of time following mainshock
initiation time. Aftershocks of M5 and M6 mainshocks are red and magenta curves, respectively. Foreshocks of M5 and M6 mainshocks are blue and cyan curves,
respectively. The finite duration of the mainshocks is reflected in the time of earliest onset of the aftershocks. Black solid line shows p = 1 slope Omori law. Black
dashed line shows p = 0.85 slope for reference. Note that decay has p < 1, in agreement with observations [Dieterich, 1994]. Note also magnitude dependence of
aftershock productivity and larger difference between number of foreshocks and aftershocks for larger magnitude mainshocks. (b) Number of foreshocks and
aftershock events above a cut-offmagnitude in a fixed space-time window as a function of mainshock magnitude for earthquake data from Northern California
from Shaw [1993]. (c) Number of foreshocks and aftershocks as a function of mainshock magnitude in the model. Blue line shows foreshocks, and red line shows
aftershocks. Dashed black line shows slope 1, and solid black line shows slope 0.8.
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Figure 4. Aftershock spatial distribution. Linear density of aftershocks as a function of distance from the mainshock
hypocenter. (a) Earthquake data from Northern California from Shaw [1993]. Solid lines are for magnitude 4 mainshocks,
with different curves being cumulative events at increasing time intervals, and thin dashed lines are for magnitude 5
mainshocks. Thicker dashed line is a theoretical curve combining finite seismogenic thickness with a 1∕r3 static stress
kernel [Shaw, 1993]. (b) Model data. Here foreshocks and aftershocks of magnitudes 5 and 6 mainshocks are shown.
Blue lines are foreshocks of M5 mainshocks. Cyan lines are foreshocks of M6 mainshocks. Interestingly, there are slightly
more foreshocks in the extended area of the future M6 mainshocks relative to the M5 mainshocks. The main focus is,
however, the aftershocks. Red lines are aftershocks of M5 mainshocks; magenta lines are aftershocks of M6 mainshocks.
Again, different curves are cumulative events at increasing time intervals. Dashed black line shows constant surface
density, a linear increase in linear density. Thick black line shows, for comparison, spatial distribution of aftershocks from
observed M5 mainshocks; note how red model M5 mainshock lines compare favorably with thick black earthquake data
line for the spatial dependence.

as aftershocks. The best comparisons with observations occurred for quite small a values, a = 0.00025 or
a! = 0.025MPa with a normal stress of ! = 100MPa. These a values are much smaller than typical lab values
[Dieterich, 1994] but consistent with other low values of a! inferred from aftershock observations [e.g., Toda
et al., 2005]. Other rupture parameters appear much less important; a full discussion of parameters and their
sensitivities is presented in the supporting information. For fault geometryparameters, somedegreeof rough-
ness is important, but the dependence on roughness is quite weak. Multistrands are important for getting
the productivity right, especially at larger magnitudes. Aftershocks do occur on single strands, but the rates
of aftershocks on the interior areas of moderate and larger sized mainshocks are very low for single-stranded
faults. Again, a fuller discussion of parameters is presented in the supporting information, but the key qual-
itative results we present in this paper hold generically. While the productivity does have some parameter
sensitivity, we can find sets of model parameters which appear to do a good job matching the observations,
and this is, as far as we are aware, a new achievement for deterministic models.

4. Spatial Distribution of Aftershocks

Stacking the aftershocks of similar sizedmainshocks,we canexamine the spatial distributionof aftershocks for
both actual California data (Figure 4a) and themodel data (Figure 4b). For the range ofmainshockmagnitudes
where we have the capability to best make comparisons (small enough to have many events and thus good
observational statistics and large enough to have enough spatial resolution in the model to have a broad
population of smaller aftershocks), we see very promising results, as the consistency of the solid black data
line and the thick red model line for magnitude 5 mainshocks show in Figure 4b. Higher grid resolution gives
more aftershocks, since the minimum magnitude decreases as the grid becomes more resolved, so it is the
shape of the curves which are the important comparison here.

5. Nearby Aftershocks

Ground motion prediction equations (GMPEs) are empirically based equations giving parameterized
expected levels of shaking as a function of magnitude, distance, and source mechanism for earthquakes.
They play a central role in engineering applications for estimating expected shaking and design criteria.
Based on regressions of recorded seismic records of past earthquakes, they provide a benchmark descrip-
tion of median ground motions and variability about the median. In recent community efforts at updating
these relations, a number of prominent groups have found reduced ground motions for nearby aftershocks
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(a) (b)

Figure 5. Lower median stress drops for nearby aftershocks relative to mainshocks in model. (a) Mean stress drops
averaged over rupture area as a function of magnitude. Red circles are averages for individual mainshocks, and blue
circles are averages for individual nearby aftershocks. The blue circles tending to lie below the red circles at a given
magnitude illustrate the differences in the statistics of the populations. Solid lines show averages for a given magnitude
of the two populations, with yellow showing mainshocks and cyan showing nearby aftershocks. Systematic lowering is
shown by cyan curve lying below yellow curve. Error bars on curves show one standard error uncertainty in mean.
(b) Physical origin for the lower mean stress drops of nearby aftershocks. The effect comes from nearby aftershocks
rerupturing portions of recent mainshock areas which are early in their rehealing process and thus have lower dynamic
strength drops. Plot shows friction drop versus initial friction value, averaged over source area for individual events.
Colors show average of the natural log of state variable in seconds (the state variable heals linearly with time when
stuck in the rate-and-state equations used here). The blue points in the bottom left show events which have been stuck
for a shorter time and thus tend to have a lower strength drop when they rerupture relative to the parts of the fault
which have been stuck a long time, shown in red points.

[Abrahamson and Silva, 2008; Abrahamson et al., 2014; Chiou and Youngs, 2008]. To give a sense of the scale of
the effect, in theAbrahamsonetal. [2014] relation this effect is a reduction of 0.3 in the natural logarithmof the
high-frequencygroundmotion. This is a substantial enougheffect, in termsof implied signal, and engineering
implications, that an explanation forwhy it is appearing in the regressions is important to understand. It is also
a very puzzling effect. Are aftershocks fundamentally different physically? Are there biases in the data sets?
Are such corrections sufficiently solidly based as to make design decisions on? Why are some groups seeing
an effect [Abrahamsonand Silva, 2008; Abrahamson et al., 2014; Chiou andYoungs, 2008] and others not [Boore
et al., 2014]? Statistical seismicity models have thus far not incorporated such effects into synthetic catalogs.
They could, or not, but again, they contain what is put into them, not tell us what the ingredients ought to be.
Physical models, on the other hand, do have the potential to address such questions. An absence of such an
effect would not rule it out, as many potential physical effects are missing in such models. But its presence,
on the other hand, would be a different matter. Then, its origin would be important to understand.

Motivated by this important question, we have explored this issue in the model, comparing nearby after-
shocks with mainshocks of similar magnitude. We give full details of the mainshock and nearby aftershock
selection criteria in the supporting information and here only note that we consider aftershocks to be nearby
if their hypocenters occurwithin a distance of themainshock hypocenter which scales as themainshockmag-
nitude, with the distance chosen to be around a diameter typical of the mainshock magnitude. This nearby
distance as a function of mainshock magnitudeM is taken to be: Rnearby = 1.1 × 10(M−4)∕2 km. Though this is
not the same criteria as used in the NGA measures of Class II events (nearby aftershocks) [Gregor et al., 2014]
it is easy to implement and captures a similar idea of looking at spatially and temporally nearby events.

Figure 5 illustrates our new findings that indeed, the population of nearby aftershocks shows lower stress
drops than that of comparable magnitude mainshocks. Figure 5a plots the stress drops for individual events
averaged over their rupture areas plotted against their magnitudes, withmainshocks in red and nearby after-
shocks in blue. There is a systematic shift between the population of stress drops, with the nearby aftershocks
lying on average below themainshocks.While the differences are only a fraction of themeans, they are impor-
tant physically and practically and are statistically significant, with the uncertainties in the mean (shown by
error bars in the plot) being less than the separation of the means. This supports an early idea based on lim-
ited observational data that stress drops for aftershocksmight be lower [Boore andAtkinson, 1989]; the reason
for this effect, however, as Figure 5b shows, differs from that early speculation, which they attributed to areas
of reduced stress. It also is consistent with more recent examinations of this question which have also found
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lower stress drops for aftershocks [Baltay et al., 2011, 2013]. In addition to reproducing these observations,
what is especially interesting about our model is that we have found a physical basis for this effect. Figure 5b
gives an explanation for why the nearby aftershocks are exhibiting reduced stress drops in the model. It is
essentially coming from the fact that nearby aftershocks are frequently rerupturing parts of the fault which
have recently ruptured, and those parts have lower strength drops due to the slow rehealing of faults, a fea-
ture present in the laboratory-based rate-and-state friction used in the model which heals logarithmically in
time. Figure 5b plots for individual events an average over the rupture area of the drop in friction coefficient
against the initial friction coefficient at the start of the event. Due to the rate-and-state friction used in the
model, during a dynamic event the friction drops to an approximately constant dynamic value (with a slight
dynamic overshoot), so unsurprisingly there is a linear trend of friction dropwith initial friction. The points are
color coded by the log of the state variable averaged over the rupture area. The color coding makes evident
the effect: cold blue colors, indicating low state variable and short healing times, have smaller initial strengths
relative to the dynamic strength and thus lower strength drops. The blue points are concentrated in the lower
left corner. These are the low strength drop, low stress drop events. A clear physical mechanism underlies
this important low stress drop nearby aftershock effect. These results in Figure 5 of lowered friction drops of
nearby aftershocks, and its basis in the rerupturing of mainshock rupture area holds generically in themodel.
This is, to our knowledge, the first theoretical indication of replication of the theoretically surprising empirical
observations of reduced shaking of nearby aftershocks.

A further examination of the state variableswhere events initiate adds some additional insight into the spatial
relationships of the low stress drop aftershocks to the mainshocks. Figure 5b shows that there is a strong
association between low friction drop events with low average state variable due to having recently ruptured
and incomplete healing. Looking at the hypocenters where these events initiate, however, we find that for
low mean state variable events (those with average ln " < ln Tc with Tc = e13 s ≈30 days) the fraction of
hypocenters also having low state variable values is very small, 0.15 for the catalog in Figure 5. That is, the vast
majority of the events which do rerupture recently ruptured areas start from an area which did not rupture
recently. Thus, these nearby low stress drop aftershocks are typically initiating at recently unruptured sites and
then propagating onto recently ruptured areas. Further details of the spatial distribution of initiation points
are given in the supporting information, but the main message is that aftershocks mainly initiate at points
which did not rupture in the mainshock, be they on the main rupture strand or on adjacent strands, but then
lower average stress drops occur if the expanding aftershock reruptures parts of the mainshock rupture area.

Finally, some physical consistency of this explanation of low ground motions based on rebreaking incom-
pletely healed faults can also be examined. The rehealing of faults based on rate-and-state friction occurs
logarithmically in time. For logarithmic healing, the healing which takes place between 1 s and 2 days is com-
parable to the healing which takes place between 2 days and a thousand years. Thus, after 2 days, we are
roughly halfway healed in the earthquake cycle. Thus, this effect could explain of order a factor of 2 differ-
ence in stress drops of aftershocks relative to mainshocks, but certainly not a factor of 10 or more. As noted
earlier, however, while the details of the nearby aftershock effect in the GMPE regressions is not simple, the
Abrahamson et al. [2014] relation shows around a 25% reduction for the class II event (nearby aftershock)
high-frequency shaking, a value which as an average includes events showing this effect and not. Thus, the
size of the observed effect is well within the expected scale range of a logarithmic healing explanation and is
comparable to the difference inmedian stress drops seen in themodel data. This first initial application of our
newly introducedmodel which deterministically produces complex aftershock sequences illustrates its great
potential as a tool in studying earthquake clustering phenomena beyond assumed statistical properties.
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