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I consider a 2D Normal pdf with true mean and covariance 

𝐝̅ = [
½
1

]    and   𝐂𝑑 = [
2 1
1 3

] 

I use the Metropolis-Hastings algorithm to generate an ensemble drawn from the pdf of size 𝑁 

(in excess of a burn-in of length 1000).  The initial member of the Markov chain is set to 𝐝(1) =
[0,0]𝑇 and successors are drawn from an uncorrelated Normal pdf with a variance of 𝜎2 = 1. 

This value generated successors that were accepted about 70% of the time (Figure 1, bottom). 

I computed the sample mean and the sample covariance of each ensemble, and compared them 

with the true mean and covariance, quantifying the relative (fractional) error using the 𝐿2 norm. 

Tests with 102 ≤ 𝑁 ≤  106 indicate that the relative error in the mean tends to be about half of 

the relative error of the covariance, and that both are proportional to 𝑁−½  (Figure 1, top). This is 

the same fall-off as is encountered in counting statistics. 

An ensemble size of 𝑁 = 106 is sufficient to determine mean and covariance to about a percent. 

 
Fig. 1. Results of numerical tests. (Top) Relative error in the estimated mean (black) and 

estimated covariance (red) as a function of ensemble size 𝑁, for log10 𝑁 = 2,3, ⋯ 6. Ten 

repetitions are performed for each value of 𝑁.  An 𝑁−½ trend line is shown for comparison. 

(Bottom) Fraction of successors accepted during the production of the Markov chain during 

Metropolis-Hastings algorithm. 

 


