
Damped Least Squares Data and Model Resolution Equal for Symmetric Data Kernel 

February 19, 2024 

 

Let 𝐦 be a length-𝑀 model parameter vector, 𝐝 be a length-𝑁 data vector, 𝐆 be a 𝑁 × 𝑀 data 

kernel matrix satisfying 𝐆𝐦 = 𝐝 with uniform, uncorrelated covariance 𝐂𝑑 = 𝜎𝑑
2𝐈. Furthermore, 

suppose the prior information 𝐦 = 𝟎 with uniform, uncorrelated covariance 𝐂𝐴 = 𝜎𝐴
2𝐈. Here, 𝜎𝑑

2 

and 𝜎𝐴
2 are the variance of the observations and prior information, respectively. The Generalized 

least squares solution is achieved by solving 

𝐅𝐦 = 𝐡    with    𝐅 ≡ [
𝜎𝑑𝐆
𝜎𝐴𝐈

]    and  𝐟 ≡ [𝜎𝑑𝐝𝑜𝑏𝑠

𝟎
] 

by least squares. The result is called damped least squares, with damping parameter 𝜀 

 𝐦𝑒𝑠𝑡 ≡ [𝐅𝑇𝐅]−1𝐅𝑇𝐟 = [𝐆𝑇𝐆 + 𝜀2𝐈]−1𝐆𝑇𝐝𝑜𝑏𝑠 ≡ 𝐆−𝑔𝐝𝑜𝑏𝑠  with   𝜀 =
𝜎𝑑

𝜎𝑎
 

Here, 𝐆−𝑔 is the generalized inverse. The data and model resolution matrices are defined as 

𝐍𝐺 ≡ 𝐆𝐆−𝑔    and    𝐑𝐺 ≡ 𝐆−𝑔𝐆     

Now suppose that 𝐆 has singular value composition  

𝐆 = 𝐔𝚲𝐕𝑇 

with 𝚲 a diagonal matrix and 𝐔 and 𝐕 unary matrices (i.e., 𝐕−1 = 𝐕𝑇 and 𝐔−1 = 𝐔𝑇).  Then 

𝐆𝑇𝐆 = 𝐕𝚲𝐔𝑇𝐔𝚲𝐕𝑇 =  𝐕𝚲𝟐𝐕𝑇    and    𝐈 =  𝐕𝐕𝑇 = 𝐕𝑇𝐕 

The data resolution is 

𝐍𝐺 = 𝐆[𝐆𝑇𝐆 + 𝜀2𝐈]−1𝐆𝑇 = 𝐔𝚲𝐕𝑇[𝐕𝚲𝟐𝐕𝑇 + 𝜀2𝐕𝐕𝑇]−1𝐕𝚲𝐔𝑇 

= 𝐔𝚲𝐕𝑇𝐕[𝚲𝟐 + 𝜀2𝐈]−1𝐕𝑇𝐕𝚲𝐔𝑇 = 𝐔𝚲[𝚲𝟐 + 𝜀2𝐈]−1𝚲𝐔𝑇 = 𝐔[𝚲𝟐 + 𝜀2𝐈]−1𝚲𝟐𝐔𝑇 

Here, we have used the facts that for any invertible matrix 𝐌, (𝐕𝐌𝐕𝑇)−1=𝐕𝐌−1𝐕𝑇 (as can be 

seen from 𝐕𝐌𝐕𝑇𝐕𝐌−1𝐕𝑇 = 𝐕𝐌𝐌−1𝐕𝑇 = 𝐕𝐕𝑇 = 𝐈) and that diagonal matrices commute. The 

model resolution is 

𝐑𝐺 = [𝐆𝑇𝐆 + 𝜀2𝐈]−1𝐆𝑇𝐆 = [𝐕𝚲𝟐𝐕𝑇 + 𝐕𝜀2𝐈𝐕𝑇]−1𝐕𝚲𝟐𝐕𝑇 

= 𝐕[𝚲𝟐 + 𝜀2𝐈]−1𝚲𝟐𝐕𝑇 

We note that both 𝐍𝐺  and 𝐑𝐺  are symmetric, as [𝐌𝑇𝐒𝐌]𝑇 = 𝐌𝑇𝐒𝐌 for any symmetric matrix 𝐒 

(and diagonal matrices are symmetric). Furthermore, 𝐔 = 𝐕 when 𝐆 is symmetric, so the 

conditions that  𝐍𝐺 = 𝐑𝐺  are that 𝑁 = 𝑀 and 𝐆 is symmetric. 
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