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Abstract.  

 

We study the non-uniqueness of 2D anisotropic travel time tomography and show that all such 

problems suffer from the same non-uniqueness first identified by Mochizuki (1997), irrespective 

of array geometry.  Any travel time dataset can be fit by a model that is either purely isotropic, 

purely anisotropic, or some combination of the two.  However, the spatial patterns of isotropy or 

anisotropy that are equivalent in the sense of predicting the same travel times are very different 

in other respects, including special scale.  Thus, prior information can be used to select among 

equivalent solutions to achieve a “unique” solution embodying a given set of prior expectations 

about model properties. We extend the notion of a resolution test, so useful in traditional 

isotropic tomography, to the anisotropic case, by focusing on the anisotropic heterogeneity 

equivalent to a point isotropic heterogeneity, and vice versa. We demonstrate that this Equivalent 

Heterogeneity Analysis provides insights into the structure of an anisotropic tomography 

problem that facilitates both the selection of appropriate prior information and the interpretation 

of results.  We recommend that it be routinely applied to all surface wave inversions where the 

presence of anisotropy is suspected, including those based on noise-correlation. 

Keywords: travel time tomography, seismic anisotropy, Radon’s problem, resolution, non-

uniqueness, ambient noise, seismic surface waves 

 

INTRODUCTION 

During the last decade, the development of ambient noise-correlation techniques for 

reconstructing surface waves propagating between stations has opened up new opportunities for 

seismic imaging (Shapiro and Campillo, 2004; Shapiro et al. 2005; Calkins et al., 2011).  The 

response of the earth at one seismic station due to a virtual source at another can now be 

routinely calculated by cross-correlating ambient noise observed at the two stations (Snieder, 

2004).  While this Green Function contains, in principle, all the usual seismic phases, noise 

levels have so far limited most studies to Love and Rayleigh waves (surface waves), because 

they have the highest signal-to-noise ratio.  Considerable effort has been put into methods for 

rapid and accurtae computation of the correlograms (Bensen et al., 2007) and the extraction of path-

avwraged dispersion functions from them (Ekstrom et al. 2009). 



At a given period, the path-averaged dispersion function represents the travel time (or, eqivalently, phase 

delay) of the surface wave as it propagates from one station to another.  In many cases, the propagation 

path is adequately approximated by the straight-line ray connecting the two stations.  Two-dimensional 

traveltime tomography can then be used to estimate phase velocity as a function of position on the plane. 

The revolutionary aspect of ambient noise correlation is that the number of rays tends to be larger  and the 

spatial and azimuthal pattern of rays tends to be better than traditional natural-source methods.  The 

resulting tomographic images often have sufficiently high resolution to permit detailed structural 

interpretations. 

Seismic velocity is inherently both heterogenous (varying with position) and anisotropic (varying with 

azimuth of propagation). The latter can be due to intrinsic anisotropy of mineral grains aligned by large-

scale ductile deformation or to the effective anisotropy of materials with fine-scale layering and systems 

of cracks.  This anisotropy needs to be accounted for in a tomographic inversion; furthermore, it is a 

source of important information about earth processes.  However, an anisotropic earth model is extremely 

complex, requiring 21 functions of position to describe fully (whereas an isotropic earth requires but two) 

(e.g. Aki and Richards, 2002).  However, in the special case of surface waves propagating in a weakly 

anisotropic earth,  the phase velocity is sensitive to only a few combinations of these functions (Smith 

and Dahlen, 1973).  Tomographic imaging problem have been formulaed in terns of the larger 

number of functions (e.g. Wu and Lees, 1999). However, most surface wave applications use a 

simplied form of anisotropy that is described by just the three most-important functions.  One of these 

functions represents the isotropic part of the phase velocity and the other two encode a              

angular dependence (where   is azimuth of propagation and     is the azimuth of the fast axis of 

anisotropy). 

The switch from one function in 2D isotropic tomogrphy to three functions in the anisotropic case raises 

the thorny issue of whether sufficient information is contained in travel time measurements to uniquely 

determine, even in principle, all three functions. Mochizuki (1997) studied the special case of 

Radon’s problem – tomography with indefinitely long rays - and answered this question with a 

definitive no.  As we will review later in this paper, Mochizuki (1997) showed that travel time 

measurements at best can determine only one combination of the three unknown functions.  

Nevertheless, numerical tests with more realistic ray geometries succeeded in reconstructing 

simple patterns of anisotropy (e.g. Wu and Lees, 1999), leading to the suspicion that 

Mochizuki’s (1997) result was not applicable to these more realistic cases. 

We address the issue of the non-uniqueness of 2D anisotropic travel time tomography in this 

paper and show that all such problems suffer from the same non-uniqueness first identified by 

Mochizuki (1997).  Any travel time dataset can be fit by a model that is either purely isotropic, 

purely anisotropic, or some combination of the two.  However, the spatial patterns of isotropy or 

anisotropy that are equivalent in the sense of predicting the same travel times are very different 

in other respects, including special scale.  Thus, prior information can be used to select among 

equivalent solutions to achieve a “unique” solution embodying a given set of prior expectations 

about model properties. 



Spatial resolution analysis has proved an extremely powerful tool in understanding non-

uniqueness in traditional isotropic tomography problems (Backus and Gilbert, 1968; Wiggins, 

1972, see also Menke, 2012).  We extend ideas of resolution here to anisotropic tomography by 

focusing on the anisotropic heterogeneity equivalent to a point isotropic heterogeneity, and vice 

versa. We demonstrate that this “Equivalent Heterogeneity Analysis” provides insights into the 

structure of an anisotropic tomography problem that facilitates both the selection of appropriate 

prior information and the interpretation of results. 

PRINCIPLES OF 2D ANISOTROPIC TOMOGRAPHY 

 We limit our study to the case of weak two-dimensional heterogeneity and anisotropy, 

meaning that the phase velocity,  , can be expressed in terms of a constant background velocity, 

  , and a small perturbation,          , which is a function of position in the       plane and 

propagation direction,  .   

                

(2.1) 

The phase slowness,      , can be expressed to first order as: 

               
      

  

  
 
  

    
   

  

  
         

(2.2) 

where         and          
 
. We will use slowness, and not velocity, as the primary 

variable, because travel time depends linearly on slowness but nonlinearly on velocity. However, 

since the perturbations in velocity and slowness are proportional to one another,      , this 

choice, while convenient, is not fundamental. 

The perturbation in phase slowness           of a wave propagating in the horizontal 

      plane and with azimuth   (measured counter-clockwise with respect to the  -axis) is 

modeled as varying with both position and azimuth according to the formula [Smith and Dahlen, 

1973]: 

                                           

(2.3) 

Here,        represents the isotropic part of the model,         the anisotropic part and 

       , the azimuth of the fast axis. Note that this model omits       terms, which though 

strictly-speaking necessary to fully-represent seismic anisotropy, are usually negligible. The 



trigonometric identity,                           , can be used to rewrite the 

formula as: 

                                             

(2.4) 

with 

                           

     
     

                           

(2.5) 

Thus, the anisotropic medium is specified by three spatially-varying material parameter 

functions,       ,         and        . This parameterization avoids explicit reference to the 

direction of the fast axis of anisotropy. 

 The travel time,   (or equivalently the phase delay,     , where   is angular 

frequency), between a source at         and a receiver at         and separated by a distance,  , 

is approximated as the ray integrals: 

                      

  

  

                             
  

  

        

(2.6) 

Here,   is arc-length along the ray connecting the two stations.  In some instances, it may suffice 

to approximate the ray as a straight line, in which case its azimuth,  , is constant and       are 

linear functions of arc-length,  : 

                                                    
     
     

 

                      

(2.7) 

Here             are just abbreviations for                    , respectively. In this straight-

line case, the travel time integrals becomes: 

        

                
  

  

                       
  

  

                         
  

  

    



                      

(2.8) 

Here,   ,    and    are abbreviations for the three integrals. Note that all three integrals are of the 

same form; that is, line integrals of their respective integrands over the same straight line 

segments. 

We now focus upon what can be learned about the material parameter functions,       , 

        and         when the travel time function    has been measured for specific source-

receiver geometries.  Note that the background slowness,   , does not appear explicitly in the 

formula relating    to  ,    and   , implying that the results of our analysis will be independent 

of its value (as long as the assumption of weak heterogeneity and anisotropy holds).  Thus, we 

are free to set     , but with the understanding that this choice is made to eliminate the need 

to carry an irrelevant parameter through the analysis, rather than as a statement about the actual 

background slowness. Any background slowness can be added-in, without impacting the results. 

ANALYSIS OF A STAR ARRAY 

 Intuitively, one would expect that travel time measurements made along several short ray 

paths centered on the same point, say        , but with different azimuths, say           (a 

“star array”, as in the Figure 1), would be sufficient to determine the average material properties 

(including the mean direction of the fast-axis) near that point.  

 

Fig. 1. A star array consisting of three short rays, centered at point         but with distinct 

azimuths. 

---- 

This result can be demonstrated by writing the average of   as         , and similarly for      

and     . These averages depend upon the ray azimuth,  , since the line integral depends upon 



path.  However, for smooth models and for sufficiently small  ,        can be approximated by 

the first two terms of its Taylor series: 

 

                   
  

  
 
       

         
  

  
 
       

       

(3.1) 

over the entire range of integration. As long as the ray is centered on        , the line integral of 

the linear terms,                and               vanish due to their odd symmetry: 

              
  

  
 
       

         
  

  
 
       

         
    

    

             

(3.2) 

We conclude that                   and similarly for      and     ; that is, the averages 

are independent of ray direction.  The travel time equation for ray   is then: 

   
   
  

                             

(3.3) 

Here,    is an abbreviation for       . The average material properties,    ,      and     , can 

be determined by travel time measurements along three distinct rays.  For example, if 

           =            : 

   
   
  

              

   
   
  

            

   
   
  

            

(3.4) 

then             ,             and            .   

Once    ,      and     , have been determined, the average fast-axis,     , and average 

anisotropy,    , can be computed as: 



         
       

                                 

(3.5) 

We use approximate signs, because    and   are non-linear functions of    ,    and   , and so 

strictly speaking, the average values      and     are not exactly what is obtained by the 

substitution of average values    ,      and      into the functions. Nevertheless, this 

approximation is usually adequate. 

A more complicated example of the use of star arrays is shown in Figure 2, where a 

Cartesian grid of them is used to determine a grid of averages, and hence a low-resolution 

version of a spatially-varying model.  Both the isotropic and anisotropic parts of the true model 

(parts A, B) are well-estimated, or at least those features with a scale-length greater than   (parts 

C, D). 

 

Fig. 2. Model estimated by a grid of star arrays.  A) The true model consists of circular 

heterogeneities.  Each heterogeneity has a constant isotropic part,  , (color shading), anisotropic 

part,  , and fast-axis,    (black bars, whose length scales with   and whose orientation reflects 



   ).  The red bar corresponds to      . B) Cartesian grid of star arrays superimposed on the 

isotropic part of the true model. C) Estimated model. D) Cartesian grid of star arrays 

superimposed on the isotropic part of the estimated model.  Tomographic inversion via Fourier 

kernels (see Appendix 1). 

---- 

In principle, given a sufficient number of tiny star arrays, the model can be determined to 

any desired resolution.  However, such an experiment is impractical, both because of the expense 

of deploying the requisite large number of arrays, and because travel time measurements made 

with small-aperture arrays tend to be very noisy. 

RADON’S PROBLEM 

Radon’s problem is to deduce slowness in a purely isotropic model using travel time 

measurements made along indefinitely long straight-line rays; that is, rays corresponding to 

sources and receivers placed indefinitely far outside the study region. The non-uniqueness of the 

anisotropic version of Radon’s problem has been investigated in detail by Mochizuki (1997), who 

concludes that it is substantially non-unique. Mochizuki’s (1997) result, which is based on a Fourier 

representation of anisotropy, will be discussed later in this section. We first review more general aspects 

of the problem. 

In Radon’s original isotropic problem, straight line rays are parameterized by their 

azimuth,  , and their perpendicular distance from the origin,  , so that the equation for travel 

time is: 

                     
 

      

    

(4.1) 

The problem of determining        from         is known to be unique, as long as data 

from all possible rays are available. The Fourier Slice Theorem (e.g. Menke 2012) shows that 

exactly enough information is available in         to construct the Fourier transform          

at all wavenumbers        . Thus,        is uniquely determined, since a function is uniquely 

determined by its Fourier transform. An implication of the Fourier Slice Theorem is that any 

travel time function,        , can be exactly fit by an isotropic model, irrespective of whether 

or not the true model from which it was derived contains anisotropy.  A Radon-type travel time 

function (one based on indefinitely long rays) cannot prove the existence of anisotropy. 

One might inquire whether it is possible to find a model in which only         is non-

zero and that exactly fits the travel time data.  Superficially, this proposition seems possible, 

since the relevant travel time equation can be manipulated into exactly the same form as Radon’s 

equation, simply by dividing through by      : 



         
       

     
               

 

      

    

(4.2) 

However, the new “travel time” function,          is singular at angles where the cosine is 

zero, making the application of the Fourier Slice Theorem invalid.  Physically, these are the ray 

orientations at which    can have no effect on travel time. Therefore, no choice of    will fit the 

travel time along those rays.  The same problem would arise if we were to try to fit the travel 

time with a model in which only         is non-zero. 

 A model which includes both         and         can be made to work.  We first 

define: 

                                                        

(4.3) 

Note that           . The Radon-like travel time integrals are: 

          
        

     
                             

 

      

    

          
        

     
                             

 

      

    

(4.4) 

The quantities     and      have no singularities, so we can construct a         and a         

that fits them exactly.  Finally, we note that  

                   
 

      

                       
 

      

                 

(4.5) 

We have constructed a purely anisotropic model that fits the travel time data exactly. Note that 

the linear combination of isotropic and isotropic models,            ,          and 

        , satisfy the travel time data exactly for any value of the parameter,  .  A whole family 

of models with different mixes of heterogeneity and anisotropy can be constructed.  Actually, the 

non-uniqueness is even worse than this.  If we define 

                                                   

                                    



(4.6) 

where      and      are chosen to have appropriately-placed zeros that removed the 

singularities but are otherwise arbitrary, then    ,          , and           can be 

separately inverted to a set of  ,    and    that, taken together, fit the travel time data exactly.    

We now return to Mochizuki’s (1997) analysis of non-uniqueness. Mochizuki’s (1997) considers 

a very general form of anisotropy: 

              
              

           

 

   

 

(4.7) 

Note that all possible angular behaviors are considered, including those with odd  .  The 

contribution of the even-  terms is unchanged when source and receiver are interchanged; that is, when   

is replaced with    . This behavior is characteristic of anisotropy. The contribution of the odd-  terms 

switches sign when the source and receiver are interchanged. This behavior is not characteristic of 

anisotropy, but is can be used to model other wave propagation effects, such as those arising from 

dipping layers.  The parameterization used in this paper (2.4) includes only the     and     

terms. 

Mochizuki’s (1997) first result shows that the even-  terms can be determined independently of the odd-  

terms.  The former depends only upon the average of          and             and the latter 

depends only upon the difference. This result implies that odd-  terms, arising say from dipping 

layers, will not bias the inversion (provided that measurements made in both directions are averaged). 

Mochizuki’s (1997) second result addresses the issue of non-uniqueness.  It is an adaptation of the Fourier 

Slice Theorem and uses as primary variables the 2D Fourier transforms    
        and    

       , 

where        are radial and azimuthal wavenumbers, respectively.  The travel time data are 

shown to be sufficient to constrain exactly one linear combination of    
 ’s and one linear 

combination of    
 ’s, rather than all of the    

 ’s and    
 ’s, individually.  This result implies that 

the     isotropic terms and the     anisotropic terms (the focus of this paper) cannot be 

separately determined.  This is the same behavior investigated earlier in this section through 

(4.6). 

EQUIVALENT HETEROGENEITIES FOR RADON’S PROBLEM 

While a range of isotropic and anisotropic models can fit a given travel time data set, not all of 

them may be sensible when judged against prior information about the study region.  It may be 

possible to rule out some models because they contain features that are physically implausible, 

such as very small-scale isotropic heterogeneity or extremely-rapidly fluctuating directions of the 

fast-axis of anisotropy. 



Some insight on this issue can be gained by studying the types of solutions that are possible 

when the true model contains a single point-like heterogeneity that is either purely isotropic or 

purely anisotropic.  As shown in Appendix 2, these solutions can be derived analytically for 

Radon’s problem.  However, from the perspective of anisotropic tomography, Radon’s problem 

is just one of many source-receiver configurations encountered – and not the more common, 

either. Hence, we will focus on universally-applicable inversion techniques based on generalized 

least squares (e.g. Menke, 2012; see also Appendix 1), rather than on methods applicable only to 

Radon’s problem. Almost all seismic tomography suffers from non-uniqueness due to under-

sampling.  The same damping schemes that are used to handle this type of non-uniqueness also 

have application to non-uniqueness associated with anisotropy. 

We consider a sequence of experiments in which an exact travel time dataset is computed from 

the true model and then inverted for an estimated model, using the inverse method described in 

Appendix 1 and a damping scheme that alternately forces the estimated model to be purely 

isotropic or purely anisotropic. This process, which we call Equivalent Heterogeneity Analysis, 

results in four estimated models: 

(A) The purely isotropic model equivalent to a point-like isotropic heterogeneity 

(B) The purely anisotropic model equivalent to a point-like isotropic heterogeneity 

(C) The purely isotropic estimated model equivalent to a point-like anisotropic heterogeneity. 

(D) The purely anisotropic estimated model equivalent to a point-like anisotropic heterogeneity 

Note that we have included (A) in this tabulation, even though a perfect experiment (such 

as Radon’s problem) would determine that the estimated and true models are identical.  

In real experiments, both the inherent non-uniqueness associated with anisotropy and the 

practical non-uniqueness caused by a poor distribution of sources and receivers are 

present.  Cases (B) and (C) explore the how isotropy and anisotropy trade off; and cases 

(A) and (D) function as traditional resolution tests. Taken as a group, the structure of 

these four estimated models can help in the interpretation of inversions of real data. 

Figure 3 shows equivalent heterogeneities for Radon’s problem.  As might be expected, an 

isotropic heterogeneity (Part A) can be more-or-less exactly recovered by a purely isotropic 

inversion (Part B), except for a little smoothing resulting from the damping scheme used in the 

inversion (even so, the travel time error is less than 1%).  The purely anisotropic estimated model 

(Part C) is radially-symmetric (as is expected, since the true heterogeneity and the ray pattern 

both have exact rotational symmetry) and is spatially-diffuse.  Its effective diameter is at least 

twice the diameter as the true isotropic heterogeneity.  An analytic calculation (Appendix 2.1) 

indicates that the strength of the anisotropy falls off as (distance)
-2

. The equivalence of a point-

like isotropic heterogeneity and a spatially-distributed radial anisotropic heterogenity could 

possibly be problematic in some geodynamical contexts.  For instance, a mantle plume might be 



expected to cause both thermal anomaly on the earth’s surface, which would be expressed as a 

point-like isotropic anomaly, and a radially-diverging flow pattern, which would be expressed as 

a radial pattern of fast-axes.  Unfortunately, the two features cannot be distinguished by Radon’s 

problem. 

 

Fig. 3.  Equivalent Heterogeneities for Radon’s Problem. A) True model has purely isotropic 

circular heterogeneity (   ) at its center.  B) Purely isotropic estimated model.  C) Purely 

anisotropic estimated model.  D) True model has purely anisotropic circular heterogeneity 

(            ) at its center. E) Purely isotropic estimated model.  F) Purely anisotropic 

estimated model. All estimated models have less than 1% travel time error. Tomographic 

inversion via Fourier kernels (see Appendix 1). 

---- 

The anisotropic heterogeneity (Part D) is not exactly recovered by the purely-anisotropic 

inversion (Part F).  The estimated model has a much wider anomaly, with a more complicated 

pattern of fast-axes, although with some correspondence with the true model in its central region.  

Yet this result is not a mistake; it fits the travel times of the much simpler true model to within a 

percent. It is a consequence of the extreme non-uniqueness of anisotropic inversions.  The 

purely-isotropic estimated model (Part E) is dipolar in shape with fast lobes parallel to the fast-

axis of the true heterogeneity, as is predicted by Mochizuki (1997) and as discussed in Appendix 

A2.2.  The amplitude of the heterogeneity falls of as (distance)
-2

. The dipolar shape might be 

construed as good news in the geodynamical context, since geodynamical situations in which 

isotropic dipoles arise are rare; an interpretation in terms of anisotropy will often be preferable.  



An extended region of spatially-constant anisotropy can be thought of as a grid of many point-

line anisotropic heterogeneities (as in Part D) that covers the extended region.  The equivalent 

isotropic heterogeneity is constructed by replacing each point-like anisotropic heterogeneity with 

an isotropic dipole (Part E) and summing. Within the interior of the region, the positive and 

negative lobes of adjacent dipoles overlap and cancel, causing the interior to be homogeneous or 

nearly so.  The dipoles on the boundary will not cancel, so the homogenous region will be 

surrounded by a thin zone of strong and very rapidly fluctuating isotropic heterogeneities.  This 

pattern is very easily recognized.  In many cases, the interpretation of the region as one of 

spatially-constant anisotropy will be geodynamically more plausible than that of a homogenous 

isotropic region with an extremely complicated boundary. 

 

Fig. 4. Equivalent Heterogeneities for Radon’s Problem. A) True model has a large, circular, 

purely anisotropic heterogeneity  (            )) at its center.  B) Purely isotropic 

estimated model, which has less than 1% error, has strongest heterogeneity around its edges. 

Tomographic inversion via Fourier kernels (see Appendix 1). 

---- 

EQUIVALENT HETEROGENEITIES FOR MORE REALISTIC ARRAYS 

 A few experimental geometries in seismic imaging, such as imaging an ocean basin with 

sources and receivers located on its coastlines, correspond closely to Radon’s problem.  

However, stations more commonly are placed within the study region, for example, on a regular 

grid (Fig. 5). 



 

Fig. 5. (A) Regular grid of stations. (B) Rays connecting all pairs of stations are used in the 

tomographic inversion. 

Intuitively, one might expect that this array geometry to be a significant improvement over 

Radon’s, as the stations in the interior of the study region provide short rays paths likes those of 

the star-array discussed earlier.  Unfortunately, this is not the case, at least for the sparse station 

spacing used in the example (Figure 6).  The scale lengths over which one can form star-arrays is 

just too large to be relevant to the imaging of the point-like heterogeneities used here. The 

equivalent heterogeneities are quite similar in shape, but arguably worse than those of Radon’s 

problem, since they exhibit a strong rectilinear bias which is due to rows and columns of the 

array.  Switching to a hexagonal array with the same station spacing (not shown) removes the 

rectilinear bias, but still results in equivalent heterogeneities very similar in shape to those of 

Radon’s problem. 

While the procedure set forward in (4.3) for fitting travel time with either purely isotropic or 

purely anisotropic models was developed in the context of Radon’s problem, it is equally 

applicable to all other array configurations.  Fundamentally, all anisotropic tomography – even 

the star array - suffers from the same non-uniqueness.  The appearance of uniqueness in the star 

array is created by the addition of prior information that the model is very smooth. Smoothness 

constraints can resolve non-uniqueness in other settings, as well.  For instance, it would allow the 

selection of a large-anisotropic-domain solution (Fig. 4A) over a more highly spatially-

fluctuating isotropic solution (Fig. 4B). This effect allowed Wu and Lees (1999) to successfully 

recover model containing just a few large anisotropic domains. 



 

Fig. 6. Equivalent Heterogeneities for a regular grid of stations. A) True model has purely 

isotropic circular heterogeneity (   ) at its center.  B) Purely isotropic estimated model.  C) 

Purely anisotropic estimated model.  D) True model has purely anisotropic circular heterogeneity 

(            ) at its center. E) Purely isotropic estimated model.  F) Purely anisotropic 

estimated model. All estimated models have less than 1% travel time error. Tomographic 

inversion via Fourier kernels (see Appendix 1). 

---- 

Irregular arrays, and especially arrays with shapes tuned to linear tectonic features such as 

spreading centers, are common in seismology.  The array (Figure 7) we consider here has a shape 

similar to the Eastern Lau Spreading Center (ELSC) array, a temporary deployment of ocean-

bottom seismometers that took place in 2010-2011 (Zha et al., 2013).  It consists of two linear 

sub-arrays that are perpendicular to the spreading center, a more scattered grouping of stations 

parallel to the spreading center and between the linear sub-arrays, and a few outlying stations. 

While the central stations are closely spaced, we simulate the high noise level often encountered 

in ocean-bottom seismometers by omitting rays shorter than one fifth the overall array diameter. 

Because of the irregularity of the array, the Equivalent Point heterogeneities are a strong function 

of the position of point-like heterogeneity.  Results for several positions of the point-like 

heterogeneity must be analyzed in order to develop a good understanding of the behavior of the 

array.  We start with a point-like heterogeneity at the center of the array, where the station 

density is the highest (Figure 7).  The array resolves both a true isotropic heterogeneity (compare 

Parts A and B) and a true anisotropic heterogeneity (compare Parts D and F) very well. The 

anisotropic heterogeneity that is equivalent to the true isotropic heterogeneity (compare Parts A 



and C) has a large size and a very disorganized pattern of fast-directions. If encountered when 

interpreting real-world data, it is arguably legitimate to use Occam’s Razor to reject this 

extremely complex anisotropic heterogeneity in favor of the much simpler isotropic one.  As in 

all previous cases, the isotropic heterogeneity equivalent to the true point-like anisotropic 

heterogeneity is dipolar in character, though owing to the irregularity of the array, a little more 

irregular in shape than the cases considered previously.   

 

 

Fig. 7. (A) Irregular array of stations, with a shape similar to the 2009-2010 Eastern Lau 

Speading Center array. (B) Rays between all stations separated by at least 20 km. 

---- 

When the true point-like heterogeneity is placed at the margin of the array, the Equivalent 

Heterogeneities take on more complicated shapes but retain some of the same features discussed 

previously (Figure 8).  Note, for instance, that the anisotropic heterogeneity equivalent to the 

point-like isotropic heterogeneity (Part C) is much more linear in character than in previous 

examples.  This linear pattern could be problematical for geodynamic interpretations in a 

spreading center environment, where linear mantle flow patterns are plausible. This result is a 

reminder that imaging results from the periphery of an array should always be interpreted 

cautiously. 

DISCUSSION AND CONCLUSIONS 

All 2D anisotropic tomography problems suffer from the same non-uniqueness first identified by 

Mochizuki (1997).  Any travel time dataset can be fit by a model that is either purely isotropic, 

purely anisotropic, or some combination of the two, if heterogeneities of all shapes and spatial 

scales are permitted.  However, the spatial patterns of equivalent isotropic and anisotropic 

heterogeneities are substantially different.  When one is point-like, the other is spatially-

extended. Thus, prior information can be used to select among equivalent solutions to achieve a 

“unique” solution embodying a given set of prior expectations about model properties. 



 

 

 

Fig. 8. Equivalent Heterogeneities for irregular array. A) True model has purely isotropic circular 

heterogeneity (   ) at its center.  B) Purely isotropic estimated model.  C) Purely anisotropic 

estimated model.  D) True model has purely anisotropic circular heterogeneity (         

   ) at its center. E) Purely isotropic estimated model.  F) Purely anisotropic estimated model. 

All estimated models have less than 1% travel time error. Tomographic inversion via Fourier 

kernels (see Appendix 1). 

---- 

We extend ideas of resolution analysis, first developed by Backus and Gilbert (1968) and 

Wiggins (1972) to understand non-uniqueness in a spatial context, to the anisotropic tomography 

problem. The resulting “Equivalent Heterogeneity Analysis” provides insights into the structure 

of an anisotropic tomography problem that facilitates both the selection of appropriate prior 

information and the interpretation of results. We recommend that it be routinely applied to all 

surface wave inversions where the presence of anisotropy is suspected, including those based on 

ambient noise correlation. 

Data and Resources. Station locations for the Eastern Lau Speading Center array are freely 

available and accessed through Incorporated Research Institutions for Seismology (IRIS) Data 

Management Center (DMC) as Array YL. 
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Fig. 9. Equivalent Heterogeneities for irregular array. Same as previous figure, except with the 

heterogeneity moved to the edge of the array. 

---- 

APPENDIX 1: FOURIER DATA KERNELS FOR THE 2D TOMOGRAPHY INVERSE 

PROBLEM 

The ray integrals that appear in the formula for travel time all have the form: 

               
    

    

(A1.1) 

where        is a smooth function of two spatial variables,      . Ray   is a straight line 

connecting a source at         to a receiver at        . The function        is meant to represent 

any of the material property functions, so      when    ,           when      and  

          when     . 

We approximate the function        using a two-dimensional Fourier series: 



          

  

   

           
                 

                
                

        

  

   

 

(A1.2) 

 

with basis functions: 

   
              

   
        

   
            

              
   
        

   
   

   
              

   
        

   
            

              
   
        

   
   

(A1.3) 

 

These basis functions contain the spatial wavenumbers: 

  
   

              
   

      

(A1.4) 

 

All coefficients multiplying sines of zero wavenumber are constrained to be equal to zero: 

                  

(A1.5) 

The spatial wavenumbers have uniform spacing     and     along the wavenumber axes. Thus, the 

function        is represented by                    real coefficients (or model parameters), 

    ,     ,      and     . The motivation for using a Fourier basis is that smoothness constraints 

easily can be implemented by preferentially damping the higher wavenumber coefficients. We 

use here a sine and cosine basis, as contrasted to a complex exponential basis, because the latter 

would require complicated constraints on the symmetry of the complex coefficients in order to 

guarantee that        is purely real. 

 We now insert the Fourier series into the line integral and rearrange: 

  

  

   

       
  
          

  
         

  
         

  
      

  

   

 



    
       

  
             

    

             
       

  
             

    

     

    
       

  
             

    

             
       

  
             

    

     

(A1.6) 

Here     
  ,     

  ,     
   and     

   are data kernels that relate the model parameters to the travel time 

data via a linear algebraic equation. The line integrals can be performed analytically, since the 

integrands are elementary trigonometric functions and since   and   are linear functions of arc-

length,   (       and       , as above).  The result is: 

    
            

           
            

       
         

       
           

            
       

        

       
           

            
       

        

        
           

            
       

         

 

    
            

           
            

       
         

       
           

            
       

        

       
           

            
       

        

        
           

            
       

         

 

    
            

           
            

       
         

       
           

            
       

        

       
           

            
       

        

        
           

            
       

         

 

    
            

           
            

       
         



       
           

            
       

        

       
           

            
       

        

        
           

            
       

         

(A1.7) 

Here the I’s are the integrals: 

                                  
  

 

 
              

        
  

              

        
 

                 
              

        
  

              

        
 

  
       

  

               
              

        
  

              

        
  

  
       

 

               
              

        
  

              

        
 

(A1.8) 

Note that in the limit     , these integrals all approach zero. Note also that the integrals have 

removable singularities as          ,  In the      , case we find: 

               
  
 
 
       

   
 

  
  

              

        
 

               
 

 
          

   
                  

        
 

                
 

 
          

   
                  

        
 

               
  
 
 
       

   
 

  
  

              

        
 

(A1.9) 

And in the        case, we find: 

               
              

        
 
  
 
 
       

   
 

  
  



               
                  

        
 
 

 
          

   

               
                  

        
 
 

 
          

   

               
              

        
  

  
 
 
       

   
 

  
  

(A1.10) 

A typical tomography problem has many thousands of rays, so in all likelihood a few of them 

will correspond to these exceptional cases.  Software that implements the tomographic inversion 

must therefore detect and deal with them. 

 In an anisotropic tomography problem, each of the three material property functions is 

represented by its own Fourier series. The series for        has coefficients, say, 

    
     

     
     

   , the series for        ,     
     

     
     

   and the series for        , 

    
     

     
     

  . All of these coefficients can be grouped into a single model parameter vector,  , of 

length            .  The travel time measurements can be arranged in a vector,  , of length, say, 

 .  Data and model parameters are connected by the linear matrix equation     , where the elements 

of the matrix,  , are the data kernels derived above.  This equation can be solved by a standard method, 

such as generalized least squares. 

 In our implementation, we add a second equation,     , the effect of which is to suppress (or 

damp) the higher wavenumber components of the model.  The matrix,  , is an     diagonal matrix 

whose elements depend upon the wavenumbers of the corresponding model parameter and whether it 

belongs to the Fourier series of the isotropic function   or the anisotropic functions    and   . 

              
    

   
   

 

                      
    

   
   

 

(A1.11) 

The relative smoothness of the isotropic and anisotropic parts of the estimated model can be controlled by 

judicious choice of the constants     ,     ,      and     . 

APPENDIX 2: EQUIVALENT POINT HETEROGENEITIES FOR RADON’S 

PROBLEM  

Anisotropic Heterogeneity Equivalent to a Point Isotropic Heterogeneity. Our goal is to 

design a pattern of anisotropy         that is equivalent to a point isotropic heterogeneity at the 

origin, in the sense that both lead to travel time        for rays passing through the origin, 

and zero travel time for rays that miss the origin.  The problem has radial symmetry, so we work 



in polar coordinates      .  Because of the symmetry, the fast axis of anisotropy   everywhere 

must point away from the origin (that is,     ), so: 

 
  
  
   

     
     

                                                   

(A2.1) 

Here      is an as yet undetermined function that depends only upon radius,  .  Note that 

     
    

  
   

     .  Now consider an indefinitely long straight-line ray that passes a 

distance    from the origin (Figure 10).  Since the problem has radial symmetry, we may 

consider this ray to be parallel to the  -axis without loss of generality. A point      , with 

        
     , on the ray makes an angle   with respect to the fast axis of anisotropy (that is, 

the radial direction). The travel time    is the integral of        along this ray.  Note that: 

                                     
  

     
      

  
 

     
      

(A2.2) 

 

 

Fig. 10. Geometry of ray used in travel time integral. 

---- 

The function      must be chosen so that 

                                  
  

  

 

(A2.3) 

The reader may verify that the correct choice is          , where   is an arbitraty constant, 

by using integrals 2.173.1 and 2.175.4 of Gradshteyn and Ryzhik (1980) (a result that we have 



also checked numerically). The travel time along the      ray is infinite, since the function      

has a non-integrable singularity at the origin and the ray passes through it. However, the radial 

symmetry of the problem actually implies zero – not infinite - anisotropy at the origin.  We 

resolve this inconsistency by defining a scale length   over which the anisotropy falls to zero: 

      
  

       
 

(A2.4) 

This function behaves as      when     and as       when    . It is integrable because it 

has no singularity at the origin. The reader may verify that the choice             leads to a 

ray with travel time       , by using integral 2.132.3 of Gradshteyn and Ryzhik (1980) (a 

result that we have also checked numerically).  The equivalent anomaly is then: 

 
  
  
  

      
 

 
   

       
   
     
     

    

(A2.5) 

This result indicates that the anisotropic heterogeneity equivalent to a point isotropic 

heterogeneity is not point-like, but rather is spatially-distributed.  Furthermore, while its intensity 

falls off with distance, it does so relatively slowly, as (distance)
-2

.   

The sum of the spatially-distributed anisotropic anomaly and the negative of the point-line 

isotropic anomaly is a null solution, meaning that it has no travel time anomaly.  Any number of 

these null solutions can be added to the estimated model without changing the degree to which it 

fits the data. 

Isotropic Heterogeneity Equivalent to a Point Anisotropic Heterogeneity. Our goal is to 

design an isotropic heterogeneity        (where       are polar coordinates) that is equivalent 

to a point anisotropic heterogeneity at the origin, in the sense that both lead to travel time 

                  for rays passing through the origin, and zero travel time for rays that 

miss the origin.  Here    is the azimuth of the fast axis of anisotropy. Inspired by the previous 

result, we try the function: 

       
          

  
 

(A2.6) 

As before, we must demonstrate that the ray integral is zero for any ray passing a distance      

away from the origin. Since    is arbitrary, we can choose the ray to parallel to the  -axis 



without loss of generality (Figure 9). We now manipulate (A2.6) using standard trigonometric 

identities: 

          

  
         

       

  
         

       

  
 

         
                 

  
         

       

  
 

         
     

 

      
   

         
   

      
   

  

(A2.7) 

The ray integral of the first term has already been shown to be zero. The ray integral of the 

second term is zero because the second term is an odd function of  . Thus. the travel time of all 

rays with      are zero. 

As in the previous section, the travel time along the      ray is infinite, since the function     has 

a non-integrable singularity at the origin and the ray passes through it. However, depending upon 

the ray orientation, (A2.5) implies that the point at the origin has both negative and positive   – a 

contradiction.  As before, we resolve this inconsistency by requiring that the heterogeneity falls 

to zero within a small distance   of the origin.  The heterogeneity is then: 

       
      
 

   

       
            

(A.2.8) 

This anomaly is similar in form to the one given in Equation 45 of Mochizuki (1997) for the 

isotropic anomaly equivalent to a spatially-compact anisotropic heterogeneity with a Gaussian 

spatial pattern. 

The sum of the spatially-distributed isotropic anomaly and the negative of the point-line 

anisotropic anomaly is another null solution. 
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