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[1] Previous studies have tested the long-term coupling between air and terrestrial
subsurface temperatures working under the assumption that linear trends in surface air
temperature should be equal to those measured at depth within the subsurface. A one-
dimensional model of heat conduction is used to show that surface trends are attenuated as a
function of depth within conductive media on time scales of decades to centuries,
therefore invalidating the above assumption given practical observational constraints.
The model is forced with synthetic linear temperature trends as the time-varying upper
boundary condition; synthetic trends are either noise free or include additions of
Gaussian noise at the annual time scale. It is shown that over a 1000 year period,
propagating surface trends are progressively damped with depth in both noise-free and
noise-added scenarios. Over shorter intervals, the relationship between surface and
subsurface trends is more variable and is strongly impacted by annual variability (i.e.,
noise). Using output from the FOR1 millennial simulation of the GKSS ECHO-G
General Circulation Model as a more realistic surface forcing function for the conductive
model, it is again demonstrated that surface trends are damped as a function of depth
within the subsurface. Observational air and subsurface temperature data collected
over 100 years in Armagh, Ireland, and 29 years in Fargo, North Dakota, are also
analyzed and shown to have subsurface temperature trends that are not equal to the surface
trend. While these conductive effects are correctly accounted for in inversions of borehole

temperature profiles in paleoclimatic studies, they have not been considered in studies
seeking to evaluate the long-term coupling between air and subsurface temperatures by
comparing trends in their measured time series. The presented results suggest that these
effects must be considered and that a demonstrated trend equivalency in air and subsurface
temperatures is inconclusive regarding their long-term tracking.

Citation: Lesperance, M., J. E. Smerdon, and H. Beltrami (2010), Propagation of linear surface air temperature trends into the
terrestrial subsurface, J. Geophys. Res., 115, D21115, doi:10.1029/2010JD014377.

1. Introduction

[2] Analyses of terrestrial borehole temperature profiles
have provided robust estimates of multidecadal to centennial
temperature changes at the Earth’s surface for several hun-
dred years prior to widespread meteorological observations.
These analyses provide robust records of low-frequency
changes in the temperature at the Earth’s surface during the
last millennium [Cermak, 1971; Huang et al., 2000; Harris
and Chapman, 2001; Beltrami, 2002a, 2002b; Beltrami et
al., 2005; Pollack and Smerdon, 2004; Pollack et al., 2003;
Beltrami and Bourlon, 2004; Bodri and Cermak, 2007,
Gonzdlez-Rouco et al., 2009]. Analyses of the subsurface
thermal regime also have contributed to the overall assess-
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ment of the thermodynamics of climate change through
efforts to estimate the continental subsurface heat content
and its role in the overall energy balance of the climate
system [Beltrami et al., 2002; Beltrami, 2002a, 2002b].
Characterization of the continental subsurface heat content
is also useful for assessing the adequacy with which Gen-
eral Circulation Models (GCMs) take into account and
distribute energy among the major climate subsystems
[Levitus et al., 2001; Beltrami, 2002a; Beltrami et al., 2006;
Hansen et al., 2005; Huang, 2006; Bindoff et al., 2007,
Stevens et al., 2007, 2008; MacDougall et al., 2008, 2010].
These collective endeavors therefore have made a fundamental
understanding of the relationship between air and ground
temperatures, particularly on time scales spanning decades to
centuries, an important goal for the rigorous interpretation of
geothermal climate signals [Outcalt and Hinkel, 1992; Baker
and Ruschy, 1993; Hinkel and Outcault, 1993; Osterkamp
and Romanovsky, 1994; Beltrami, 1996, 2001; Baker and
Baker, 2002; Bartlett et al., 2004; Frauenfeld et al., 2004;
Bartlett et al., 2005; Schmidt et al., 2001; Beltrami and
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Kellman, 2003; Lin et al., 2003; Stieglitz et al., 2003; Smerdon
et al., 2003, 2004; Hu and Feng, 2005; Smerdon et al., 2006;
Nicolsky et al., 2007; Demetrescu et al., 2007; Smerdon et al.,
2009; Cey, 2009].

[3] Paleoclimatic interpretations of geothermal data cus-
tomarily assume that surface air temperature (SAT) and
ground surface temperature (GST) are coupled over long
time scales. SAT and reconstructed GST histories from in-
versions of borehole temperature profiles have been shown
to compare favorably during their period of overlap [Huang
et al., 2000; Harris and Chapman, 2001; Beltrami and
Bourlon, 2004; Pollack and Smerdon, 2004; Pollack et al.,
2005]. In efforts to further investigate the robustness of
GST and SAT coupling over these longer time scales, some
researchers have also compared temporal trends in SAT with
trends in subsurface temperatures at site-specific locations,
using observational records that span several years or dec-
ades. These studies have often proceeded with the assump-
tion that demonstrations of equivalent trends in air and
subsurface temperatures are a validation of the assumption
that borehole inversions of temperature profiles yield robust
estimates of past air temperature trends. Comparisons
between SAT and GST reconstructions are, however, fun-
damentally different than the comparison of the trends in
SAT time series and those in subsurface temperatures mea-
sured at specific depths. In the former comparison, a sub-
surface temperature-versus-depth profile is inverted to yield
an estimate of historical temperature changes at the ground
surface, taking the physics of conductive heat transport
processes directly into account. In the latter comparison,
temperature signals at a given depth are continuous in time
and have been filtered by thermal transport processes, thus
requiring an accounting of these processes before surface
temperature trends and those measured at depth can be cor-
rectly compared.

[4] It is widely accepted that the effect of conductive heat
transport on propagating temperature signals is a process by
which the amplitudes of high-frequency oscillations are
attenuated with depth more quickly than low-frequency os-
cillations [Carslaw and Jaeger, 1959]. This concept is
illustrated by considering a harmonic surface temperature
function of the form 7(¢) = T, + cos(wt + €) where AT is the
amplitude of the temperature oscillation, 7, is the surface
temperature mean, w is angular frequency, € is the relative
phase of the surface oscillation, and ¢ is time. The resulting
temperature at any depth is given by

T(z,t) =T, + ATe™* 2%cos(wt—z,/%—o—e), (1)

where & is the thermal diffusivity of the subsurface and z is
depth, positive downward. It is clear from this equation that
the exponential decay of harmonic signals with depth is
proportional to the frequency of the surface temperature
oscillation, namely signals with higher frequencies decay
more rapidly with depth than those with lower frequencies.
Although climatic surface temperatures do not generally vary
as perfect harmonic signals, any time series can be expressed
as a linear combination of harmonic signals and thus equation
(1) can be used to understand the selective attenuation of
high-frequency signals relative to lower-frequency signals
with depth in the terrestrial subsurface.
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[s] Perhaps less appreciated is the fact that oscillations are
also phase shifted with depth by an amount dependent on
the period of oscillation [Geiger, 1965; Smerdon et al.,
2003, 2006; Beltrami and Kellman, 2003; Demetrescu
et al., 2007], which can be clearly seen in the second
term of the cosine argument in equation (1). The result of
these period-dependent phase shifts is that temperature sig-
nals are incoherent with depth relative to the surface signal;
that is, the relative phases of periodic oscillations in tem-
perature signals at depth have changed relative to the surface
signal. It is thus expected that these effects, and those asso-
ciated with amplitude attenuation, will alter the propagation
of trends into the subsurface by amounts that depend on the
magnitude of the trend, the thermophysical properties of the
subsurface and the time over which the trends are measured.

[6] Despite these theoretical considerations, it is common
in the literature to assume that air and subsurface tempera-
ture trends should be equal. For example, in one highly cited
investigation into the relationship between air and ground
temperature trends from meteorological records collected in
eastern Minnesota, Baker and Ruschy [1993] demonstrated
that the air temperature trend and the subsurface temperature
trend at 12.8 m depth were essentially equal for the period of
observation, prompting them to deduce that air and ground
temperature trends are strongly coupled on multidecadal
time scales.

[7] Here we use a one-dimensional conductive model to
investigate the behavior of propagating trends in the sub-
surface. We use different combinations of synthetic trends
and Gaussian noise to drive the conductive model and
demonstrate the theoretical propagation of trends with
depth over time intervals of decades to centuries. We also
drive the model with output from the GKSS ECHO-G
FOR1 General Circulation Model (GCM) simulation
[Gonzalez-Rouco et al., 2003] to complement our synthetic
experiments. Finally, we analyze existing air and subsur-
face temperature records from the Armagh Observatory,
Ireland [Garcia-Sudrez and Butler, 2006], and from the
Fargo Station, North Dakota [Schmidt et al, 2001;
Smerdon et al., 2003, 2004, 2006]. Collectively, our results
provide theoretical and observational evidence that invali-
date the assumption that trends in SAT time series and
those measured at specific depths within the subsurface
should be equivalent, even under conditions in which
subsurface temperatures faithfully record long-term chan-
ges in surface conditions.

2. Methodology

[8] Our method for investigating the propagation of linear
trends into the subsurface uses a one-dimensional heat
conduction model. In all simulations, we use a homoge-
neous subsurface temperature profile of 0°C as the initial
condition and all surface temperature forcing series are input
as departures from the 0°C value. The thermal homogeneity
of the initial profile therefore assumes a constant thermal
history prior to the beginning of the surface temperature
forcings that we impose. The importance of prior thermal
histories with respect to characterizing subsurface tempera-
ture trends is addressed in the context of our later analysis
and discussion. Our simulations also do not take into account
other factors that have been shown to influence the subsurface
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Figure 1. Conductively modeled subsurface trends over a
1000 year simulation interval using an upper boundary con-
dition comprising a trend of 1K/century.

thermal regime. These include factors such as soil moisture
[Lin et al., 2003], albedo, snow cover [Goodrich, 1982;
Sokratov and Barry, 2002; Stieglitz et al., 2003; Bartlett et al.,
2004, 2005; Zhang, 2005], vegetation cover [Bense and
Beltrami, 2007; Davin et al., 2007; Hamza et al., 2007], and
vertical variation of thermal properties or physical and bio-
logical processes that take place at or near the air-ground
interface [Pollack et al., 2005; Stieglitz and Smerdon, 2007;
Ferguson et al., 2006; Ferguson and Beltrami, 2006]. Nev-
ertheless, a purely conductive model is adequate to assess the
impacts of the conductive transport of heat on propagating
linear trends and to subsequently evaluate the implications for
comparisons between trends measured in SATs and those at
specific depths in the subsurface.

[s] In a homogeneous semi-infinite, source-free half space
the temperature, 7, at depth z due to a time varying surface
temperature change is governed by the one-dimensional heat
diffusion equation [Carslaw and Jaeger, 1959]. The tem-
perature anomaly at depth z, due to a step change in surface
temperature 7y, as dictated by the solution of the one-
dimensional heat diffusion equation, is

T(z,1) = Tyerfc (2 ;5)

where erfc is the complementary error function. The time
evolution of any arbitrary surface temperature history there-
fore can be approximated by a series of step changes at the
surface [Beltrami et al., 1992; Beltrami and Mareschal,
1992], such that the induced temperature anomalies at
depth z are given by

(2)

K z z
Ti(z) = Ti(z) + ; Ty {erfc (2 \/m_tk) erfc (2 M)} ,
where Tj(z) represents the initial temperature profile. Equa-
tion (3) represents a general form of what is known as the
forward problem; that is, the boundary condition is known
and the subsequent subsurface perturbations can be calcu-
lated as a function of time. In contrast, the inverse problem,
common in borehole paleoclimatology, consists of estimating
the time-varying boundary condition from a temperature-
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versus-depth profile measured at a specific moment in time
[Huang et al., 2000; Mareschal and Beltrami, 1992; Beltrami
etal., 1997].

3. Analysis and Results

3.1. Noise-Free Linear Increase in Surface
Temperature

[10] We initially force the conductive model described in
equation (3) with a noise-free linearly increasing surface
temperature as the time-dependent upper boundary condi-
tion. The model was driven over a period of 1000 years,
using 1 year increments that increase the temperature at the
surface at a rate of 1K/century. The assumed homogeneous
thermal diffusivity in these experiments was 10° m*/s. The
upper boundary condition and the resulting subsurface tem-
peratures are shown in Figure 1. As expected, the propagation
of the surface trend is reduced as a function of depth.

[11] Results from this simulation agree with the analytic
solution to the one-dimensional heat diffusion equation for a
linearly increasing surface temperature function [Carslaw
and Jaeger, 1959],

z 2

where m is the rate of temperature change at the surface.
Differentiating equation (4) with respect to time gives the
rate of temperature change,

6T((;’ D erfe <2L\/H) (5)

which yields analytic rates that directly compare to the
trends in Figure 1 with the discrete solution in equation (3).
Equation (5) demonstrates that the rate of change at the
surface is preserved at depth as time approaches infinity:
surface and subsurface trends will eventually be equivalent
if the trend in the surface signal is invariant over very long
time intervals, the required duration of which depends on
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Figure 2. Centennial rates of temperature change at indi-
cated depths for an upper boundary condition comprising a
noise-free linear surface temperature increase of 1K/century.
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Figure 3. Rates of temperature change as a function of
depth calculated over the full 1000 year simulation interval
using an upper boundary condition comprising a noise-free
linear surface increase of 1K/century; calculated trends
decrease linearly with depth.

the thermophysical properties of the subsurface. For thermal
diffusivities representative of the terrestrial subsurface, this
time interval is on the order of several hundred thousand
years. Under realistic constraints, modern observations that
seek to characterize decadal and century-long trends can
therefore reasonably be assumed to have persisted for much
shorter time intervals, and therefore relationships between
surface and subsurface trends will not be dictated by the
limiting behavior of equation (5) as ¢ goes to infinity. Note
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also that while equation (5) is suitable for our experiments,
we use equation (3) in subsequent experiments that add
noise to the annual values of surface temperature trends.
This noise level is a quantity readily inferred from existing
meteorological data, and thus much simpler and intuitive
than noise additions to the magnitude of annual trends that
would be required by equation (5).

[12] The rates of temperature change in 100 year intervals
for the time series plotted in Figure 1 are shown in Figure 2
and illustrate increases in these rates at each depth over the
duration of the simulation period. The rates of change at
multiple depths for the entire 1000 year period are shown in
Figure 3 and demonstrate an overall linear decrease in the
trends as a function of depth. This general behavior is as
expected from equation (5), where the solution describes a
reduction in the surface trend with depth for finite time
periods that is described by the complementary error func-
tion. Note, however, that the decrease illustrated in Figure 3
is only quasi-linear because the complementary error func-
tion governs the decrease in trend with depth and the con-
vergence of trends over very long time intervals. Over deep
enough depth ranges, or for different thermal diffusivities,
the curvature of the complementary error function will be
evident in the trend behavior with depth. Or over long
enough time periods, the trends will converge at all depths.
Nevertheless, over the depth ranges and time intervals
considered herein, and given the realistic value of thermal
diffusivity that we have adopted, the character of trend
attenuation with depth can be considered nearly linear.

3.2. Monte Carlo Experiment With Gaussian Noise

[13] Section 3.1 investigated perfect trends containing no
annual variability. Annual variations affect estimates of both
surface and subsurface temperature trends; the effects on
trends in the subsurface are depth dependent because the
propagation of the annual variations are diffused con-
ductively from the surface downward. In the context of our
trend analysis, we therefore consider the annual variations as
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Figure 4. (a) Surface and (b) subsurface temperature time series during the last 100 years of a 1000 year
simulation using the conductive model and an upper boundary condition comprising a linear trend of
1K/century and Gaussian noise with zero mean and 1K standard deviation. Both the maximum and
minimum lines of best fit are shown for the upper boundary condition.
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Figure 5. Centennial rates of temperature change in con-
ductively modeled subsurface time series using an upper
boundary condition comprising a linear trend of 1K/century
and one realization of added Gaussian noise with zero mean
and 1K standard deviation.

noise additions to the underlying trend signals. In order to
evaluate the effects of these noise additions on the inter-
pretations of surface and subsurface trend comparisons, a
single realization of Gaussian noise was added to the SAT
forcing function used as the varying upper boundary con-
dition in section 3.1. The chosen noise characteristics (zero
mean and 1K standard deviation) are representative of the
typical observed variability of annual SAT records at
Canadian meteorological stations, for example, the Halifax,
Montreal-Mirabel and Calgary International Airports with
standard deviations of 0.7, 1.2, and 1.1 K, respectively
(Environment Canada National Climate Data and Informa-
tion Archive, Canadian Climate Normals or Averages 1971—
2000, http://climate.weatheroffice.ec.gc.ca/climate_normals/
index_e.html). The combined trend-plus-noise time series
was used to force the forward model for 1000 years. Both
the forcing SAT and subsurface temperature evolution over
the last 100 years of the simulation are shown in Figures 4a
and 4b, respectively, with the expected amplitude attenua-
tion and phase lag evident in the collection of time series.
[14] The evolution of the rates of temperature change over
discrete 100 year intervals along the length of the 1000 year
simulation is shown in Figure 5. The addition of noise has a
profound impact on the subsurface trends on a centennial
scale. Specifically, the presence of noise removes the steady
increase in the rate of temperature change as a function of
time and also the uniform trend attenuation with depth
observed previously for the noise-free case of Figure 2.
Relationships between the surface and subsurface tempera-
ture trends exhibit varying degrees of damping and ampli-
fication over separate centuries and yield no consistent
comparisons at these depths. The presence of noise (i.c.,
annual variability) thus greatly affects the ability to robustly
compare trends in observed surface and subsurface time
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series by masking the observed damping of surface trends
with depth shown previously for the noise-free experiments.

[15] In order to obtain statistics on the stability of tem-
perature trends at different depths in the presence of surface
temperature variability, we repeated the above noise experi-
ment with a Monte Carlo approach using an ensemble of
upper boundary conditions comprising the original trend and
10,000 Gaussian noise realizations of mean zero and 1K
standard deviation. Figure 6 shows a quasi-linear relationship
between the average rate of temperature change for all rea-
lizations and for the evaluated range of shallow depths. The
uncertainty ranges in Figure 6 represent 1 standard deviation
in the ensemble of trends calculated at each depth. The
ensemble mean and standard deviations for each depth are
shown for 100 year intervals over the entire 1000 year sim-
ulation in Figure 7. These average rates are equal within their
uncertainty estimates to the rates found for the noise-free
experiments, but also indicate that rates can overlap at any
given 100 year interval because of the annual variability in
the upper boundary condition.

3.3. Experiments Using GCM Output

[16] We use output from the paleoclimatic simulations
[Gonzalez-Rouco et al., 2003, 2006] of the ECHO-G GCM
to further evaluate the propagation of trends in a conductive
medium. Three different millennial ECHO-G simulations
exist, two forced simulations and one control simulation.
The forced simulations, named FOR1 and FOR2 [Gonzdlez-
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Figure 6. Average rates of temperature change over the
1000 year simulations for the Monte Carlo ensemble con-
taining the 10,000 different Gaussian noise realizations as
well as for the noise-free simulation. Values for the Monte
Carlo simulation are not visible as they lie directly under
those for the noise-free linear increase in surface tempera-
ture. The error bars are associated with the Monte Carlo sim-
ulation and represent 1 standard deviation in the rates of
temperature change.

5of 10



D21115

=14

(@]

S 127

X

o 1.0 —— —

2 N ey I A

< 0.8
N ES

O 06§

g —1m

S 04 I I 5m

- - 10m

4 0.2

o ——— 20m

£ 00 50 m

4 : : : : : :
0O 200 400 600 800 1000

Years Elapsed

Figure 7. Averaged rate of temperature change over each
century for all 10,000 runs of Monte Carlo simulation. Uncer-
tainties correspond to 1 standard deviation in the computed
trends over each century for all members of the Monte Carlo
ensemble.

Rouco et al., 2003, 2006], used identical estimates of solar
variability, greenhouse gas concentrations and stratospheric
volcanic aerosols, but used different initial conditions.
Additional details and model verifications of the ECHO-G
simulations are given by Gonzdlez-Rouco et al. [2009].
[17] In the following experiments, we use the simulated
data from two grid points of the ECHO-G FOR1 simulation
as the time varying upper boundary condition of the con-
ductive model. The location of the first point is in China,
near the Russian border at approximately 123.75°E 50.1°N.
The second grid point is located in South Africa at approxi-
mately 30.0°E 24.1°S. These two locations were chosen for
their different climates, as China provided a greater variation
in temperature than the South African location. ECHO-G
surface temperature data for both grid points were used at
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Figure 9. Average rate of temperature change for the last
100 years plotted against depth from conductive simulations
using ECHO-G FORI1 surface temperatures from grids in
China and South Africa as the upper boundary condition.
Values for the surface are included and are shown as 0 m
depth.

monthly resolution for 990 years. The annual and smoothed
time series are shown in Figures 8a and 8b for China and
South Africa, respectively.

[18] For both grid point locations, the upper boundary
condition of the forward model was set to the anomalies of
the SAT time series relative to their mean over the 990 year
interval; similarly, the initial conditions of the forward
model were set to the mean temperature of each time series
over the entire simulation period. The model was run for the
first 890 years as a spin-up in order to eliminate any
undesirable effects of the initial conditions and only the last
100 years of the simulation were considered for our exper-
iment. Figure 9 shows the simulated temperature trends in
the subsurface using the two ECHO-G time series as the
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Figure 8. Surface temperatures from the ECHO-G FORI1 simulation taken from (a) China (123.75°E
50.1°N) and (b) South Africa (30.0°E 24.1°S). Annual mean values are shown in black; time series
smoothed by a 20 year low-pass filter are shown in red.
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Figure 10. Rates of temperature change for the years
1904-2003 C.E. for various depths from Armagh Observa-
tory, Ireland. Surface values are included as a depth of 0 m.

upper boundary condition. The results illustrate a decrease
in the rate of temperature change with depth down to 50 m
over the last 100 years of the simulation.

[19] The dependency of the trends on depth appears to be
qualitatively similar to the findings in our previous experi-
ment shown in Figure 7, but the relationship between the
rate of temperature change and depth does not appear linear
for China in the first 10 m. The difference is likely caused
by the increasing trend in the last several centuries of the
temperature time series from the grid point in China. The
presence of the trend will be most pronounced in the shallow
depths of the simulation, whereas the deeper depths will not
yet be strongly affected by the increase. The consequence is
the departure from the linear decrease in trends with depth
observed for the location in China in Figure 9. Note also that
the increasing temperature trend in the latter centuries of the
ECHO-G simulation is much less pronounced in the time
series from South Africa, and thus explains the absence of
deviations from the quasi-linear decrease in trends with depth
observed for that location in Figure 9.

3.4. Meteorological Data

[20] We chose two meteorological data sets that contain
temporal coverage on the order of multiple decades. Ob-
servations from the Armagh Observatory in Armagh, Ireland
[Garcia-Suarez and Butler, 2006], consist of standard SAT
and subsurface temperature measured at depths of 30 cm
and 1 m, recorded daily from 1904 to 2003 C.E. We use the
monthly mean temperatures at 30 cm and 1 m depths. There
are 1200 months of data available, and only 3 months of
missing data exist between the years 1946 and 1947 C.E. at
30 cm and 1 month of missing data in 1947 C.E. at 1 m
depth. Surface air temperatures were available from 1904 to
2003 C.E. with no missing data.

[21] We also used data from the Fargo Station, North
Dakota. Part of these data already have been examined by
Schmidt et al. [2001] and Smerdon et al. [2003, 2004, 2006].
This station’s record contains daily air and soil temperature
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data from the surface down to a depth of 11.7 m since early
1980 C.E. to the present. The analyses contained herein
contain an additional decade of data that were not analyzed in
the above cited works that is now available at the following
Web site: http://www.ndsu.edu/ndsco/soil/farg/farg.htm.

[22] The data from each observational station were used as
the upper boundary condition to force the conductive model
and produce simulations of the thermal regime of the shal-
low subsurface at each site. We used the temperatures for
the shallowest depth as input rather than the SAT, in order to
minimize the effects at the air-ground interface such as
snow and vegetation. The nearest depths to the surface were
30 and 5 cm for Armagh Observatory and Fargo Station,
respectively. The effective diffusivities for each site were
approximated using an annual signal analysis [Smerdon
et al, 2003], and estimated to be 2.83 x 107/ m%s
and 3.7 x 107 m%/s for the Armagh Observatory and the
Fargo Station, respectively.

[23] The trend retrieved from the forward model simula-
tion for the Irish data at 1 m shown in Figure 10 is within the
uncertainties of the same trend calculated directly from
the meteorological data. This suggests that in the case of
Armagh, Ireland, a purely conductive model simulation is
sufficient to produce trends similar to those observed.
Nevertheless, the data at this location allow only for the
simulation of the trends at a single depth; thus it is not
possible to ascertain whether this result would hold
elsewhere in the subsurface.

[24] The estimates for the observed and simulated rates of
temperature change at selected depths for the 29 years of the
Fargo station data are shown in Figure 11. Although several
of the shallow depth trends overlap with each other, there is
a significant difference between the observed and simulated
trends below 3 m. Although effects such as the insulation of
snow cover have been removed or reduced by using the
subsurface temperature record at 5 cm depth as the upper
boundary condition in our model simulation, many factors
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Figure 11. Rates of temperature change for the years
1980-2009 C.E. for various depths from Fargo Station,
North Dakota. Surface values are included as a depth of 0 m.
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not included in the model affect the real data. These include
the variations in thermal diffusivity and moisture content
with depth, seasonal freezing, etc. The difference at depths
below 3 m could also be explained by the fact that the
subsurface temperatures, especially at deeper depths, are
affected by the unknown thermal history of the surface and
subsurface prior to the beginning of measurements. Our
model does not include this history, relying only on initial
conditions and the measured surface temperatures as the
driving upper boundary condition.

4. Discussion

[25] Our numerical simulations make evident that sur-
face temperature trends appear damped with depth when
propagating conductively into the subsurface. Over the
range of depths considered and using a thermal diffusivity
of 107® m?s, this damping is quasi-linear with depth if no
annual variability is included in the upper boundary condi-
tion. The uncertainties in the rates of temperature change at
each depth in the presence of annual variability, however,
indicate that this variability can play an important role even
on time scales as large as 1000 years. Although an increase in
the number of years used to estimate the time series trends
reduces the impact of annual variability on the propagation
of linear trends with depth, the time intervals for which
consistent meteorological data are available are almost
exclusively less than a century. While further investigations
into the sensitivity of our results to the magnitude of surface
trends, the thermophysical properties of the subsurface, the
time range of trend calculations and the amplitude of annual
variability in the surface temperatures are warranted, the
conditions used in our synthetic simulations are reasonable
approximations of real-world conditions and constraints.

[26] The findings from the ECHO-G output simulations
were consistent with those of the added Gaussian noise
cases. The South African grid exhibited a nearly linear trend
in slope with respect to depth; however, the Chinese grid
contained curvature above 10 m. The reason for this behavior
is likely due to increasing temperatures at the end of the
interval preferentially affecting the estimates of rates of
temperature change at shallower depths.

[27] The observed trends in the meteorological and sub-
surface data from Armagh Observatory, Ireland, and Fargo
Station, North Dakota, demonstrated that neither location
contained subsurface temperature trends that decreased
regularly with depth. Based on the results from our synthetic
experiments, trends estimated over 100 and 29 years can be
strongly impacted by annual variability. The propagation of
such annual variability — due to a combination of temporal
phase shifts and amplitude damping, both as functions of
depth — imparts significant variability in the estimated trends
and therefore makes it difficult to robustly observe trend
propagation with depth.

[28] Despite the significant variability in the observational
trend estimates, the simulated trends using observed near-
surface temperatures as forcing functions showed some
overlap with the observed subsurface trends at both loca-
tions. The measured and simulated trends for the single
depth at Armagh Observatory agreed within the estimated
uncertainties. Similar agreement was observed for the Fargo
Station in the near-surface depths, but observed and simu-
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lated trends diverged at depths below 3 m. Due to the short
time scale at Fargo, it is likely that the thermal history prior
to the observational period affects the estimation of tem-
perature trends at depth, with impacts that increase with
depth. Because this temperature history is unknown, it is
only approximated by the initial conditions of the forward
model. This idea is enforced by our synthetic simulations
showing that the thermal effects of previous years can play a
large role in measured trends. The simulated trends at all
depths are also influenced by factors not included in our
model such as the vertical variation of the subsurface ther-
mophysical properties, soil moisture, vegetation cover and
biological processes taking place in the upper soil layer.
Fargo Station also experiences seasonal snow cover and
ground freezing that also plays an important role in the
propagation of temperature trends within the subsurface.
Nevertheless, these effects did not strongly impact a con-
ductive interpretation of annual signal propagation by
Smerdon et al. [2003], suggesting that the unknown prior
thermal history may be the largest impact on the dis-
crepancies between the observed and modeled trends in the
Fargo data shown here.

[29] The results found in this study also highlight the need
for caution when comparing air and subsurface temperature
time series in terms of linear trends. The abrupt changes in
trends that were observed both at the end of the interval for
the Northeastern China grid and in the Gaussian noise si-
mulations were effectively caused by temperature variations
not captured by a linear model. The conductive propagation
of these nonlinear variations therefore complicates the
analysis and comparison of air and subsurface temperature
time series and suggests that additional investigations into
coupling and heat transport on multiple time scales of var-
iability are important.

5. Conclusions

[30] The experiments performed herein have illustrated
the theoretical behavior of trend propagation in a conductive
medium and unequivocally demonstrated that it is incorrect
to assume that equivalent trends in surface and subsurface
temperatures alone implies that air and ground temperatures
track each other on long times scales (it is similarly incorrect
to assume that demonstrations of dissimilar trends in such
temperatures would alone suggest a long-term decoupling
between them). This conclusion implies that it has been
incorrect to assume that demonstrations of equivalent trends
measured in air and subsurface temperatures [e.g., Baker
and Ruschy, 1993] provide sufficient characterizations of
their long-term relationships. Our experiments have addi-
tionally demonstrated the difficulty of estimating trends in
observational subsurface temperature data that typically
span only a few decades and contain significant annual
variability relative to the magnitude of longer-term trends in
the data. We have further demonstrated these conclusions
using data from the Armagh Observatory, Ireland, and Fargo
Station, North Dakota, where the relationships between
trends in the measured air and subsurface temperatures were
variable and dependent on the depth at which they were
measured. Nevertheless, our synthetic experiments suggest
that the biggest limitations of these data sets for the trend
analyses that we have performed are simply the length of the
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periods over which they were measured and the variability
that they contain.

[31] A final note is necessary regarding the implications of
our results for the field of borehole paleoclimatology. We
have demonstrated that conductively propagated tempera-
ture trends in subsurface time series vary as a function of
depth relative to the surface trend and can be significantly
affected by annual variability. The importance of these
findings relates principally to whether or not comparisons of
trends in surface and subsurface temperature time series are
a useful means of investigating a principal assumption of
borehole paleoclimatology, namely that reconstructed GSTs
can be used as robust estimates of long-term changes in
SATs. We have shown that such comparisons of trends are
likely of limited value, and at the very least need to take into
account the impacts of conductive heat transport in the
analysis of subsurface trends. By contrast, analyses of bore-
hole temperature profiles for the purpose of reconstructing
GST histories specifically assume that heat propagates within
the subsurface conductively and explicitly incorporate the
physics of thermal diffusion into the inversion or forward
modeling methods used to interpret borehole temperature
profiles. Proper accounting of the effects due to the conduc-
tive heat transport of temperature trends is therefore included
when these profiles are analyzed. Interpretations of paleo-
climatic histories inferred from borehole temperature profiles
thus are not impacted by the issues that we have addressed in
this study.

[32] Acknowledgments. This research was funded by the Natural
Sciences and Engineering Research Council of Canada (NSERC), the
Atlantic Innovation Fund (AIF), the Canadian Foundation of Climate
and Atmospheric Sciences (CFCAS), and the Atlantic Computational
Excellence network (ACEnet). M.L. was partially supported by an
NSERC USRA scholarship (Canada). Part of this work was carried out
while J.E.S. was a visiting James Chair Professor at STFX. We thank
J. Fidel Gonzalez-Rouco for providing the ECHO-G data used in this
study. We are also grateful to Bruce Stevens for insightful conversations
and comments on the content of this manuscript. We are grateful for the
comments and suggestions from three anonymous reviewers. LDEO con-
tribution 7401.

References

Baker, D. G., and D. L. Ruschy (1993), The recent warming in eastern
Minnesota shown by ground temperatures, Geophys. Res. Lett., 20(5),
371-374, doi:10.1029/92GL02724.

Baker, J. M., and D. G. Baker (2002), Long-term ground heat flux and heat
storage at a mid-latitude site, Clim. Change, 54, 295-303.

Bartlett, M. G., D. S. Chapman, and R. N. Harris (2004), Snow and the
ground temperature record of climate change, J. Geophys. Res., 109,
F04008, doi:10.1029/2004JF000224.

Bartlett, M. G., D. S. Chapman, and R. N. Harris (2005), Snow effect on
North American ground temperatures, 1950-2002, J. Geophys. Res.,
110, F03008, doi:10.1029/2005JF000293.

Beltrami, H. (1996), Active layer distortion of annual air/soil thermal
orbits: Permafrost and past climates, Permafiost Periglac. Processes,
7, 101-110.

Beltrami, H. (2001), On the relationship between ground temperature his-
tories and meteorological records: A report on the Pomquet Station,
Global Planet. Change, 29, 327-352.

Beltrami, H. (2002a), Earth’s long-term memory, Science, 297, 206-207.

Beltrami, H. (2002b), Climate from borehole data: Energy fluxes and tem-
peratures since 1500, Geophys. Res. Lett., 29(23), 2111, doi:10.1029/
2002GL015702.

Beltrami, H., and E. Bourlon (2004), Ground warming patterns in the
Northern Hemisphere during the last five centuries, Earth Planet. Sci.
Lett., 227, 169-177.

LESPERANCE ET AL.: SUBSURFACE TEMPERATURE TRENDS

D21115

Beltrami, H., and L. Kellman (2003), An examination of short- and
long-term air-ground temperature coupling, Global Planet. Change,
38, 291-303, doi:10.1016/S0921-8181(03)00112-7.

Beltrami, H., and J. C. Mareschal (1992), Ground temperature histories for
central and eastern Canada from geothermal measurements: Little Ice
Age signature, Geophys. Res. Lett., 19, 689—692.

Beltrami, H., A. M. Jessop, and J. C. Mareschal (1992), Ground tem-
perature histories in eastern and central Canada from geothermal mea-
surements: Evidence of climate change, Global Planet. Change, 98,
167-183.

Beltrami, H., L. Cheng, and J. C. Mareschal (1997), Simultaneous inversion
of borehole temperature data for past climate determination, Geophys.
J. Int., 129, 311-318.

Beltrami, H., J. E. Smerdon, H. N. Pollack, and S. Huang (2002), Continen-
tal heat gain in the global climate system, Geophys. Res. Lett., 29(8),
1167, doi:10.1029/2001GL014310.

Beltrami, H., G. Ferguson, and R. N. Harris (2005), Long-term tracking of
climate change by underground temperatures, Geophys. Res. Lett., 32,
L19707, doi:10.1029/2005GL023714.

Beltrami, H., E. Bourlon, L. Kellman, and J. F. Gonzalez-Rouco (2006),
Spatial patterns of ground heat gain in the Northern Hemisphere,
Geophys. Res. Lett., 33, L06717, doi:10.1029/2006GL025676.

Bense, V., and H. Beltrami (2007), The impact of horizontal groundwater
flow and localized deforestation on the development of shallow temper-
ature anomalies, J. Geophys. Res., 112, F04015, doi:10.1029/
2006JF000703.

Bindoff, N. L., et al. (2007), Observations: Oceanic climate change and
sea level, in Climate Change 2007: The Physical Science Basis. Con-
tribution of Working Group I to the Fourth Assessment Report of the
Intergovernmental Panel on Climate Change, edited by S. Solomon
et al., pp. 407-432, Cambridge Univ. Press, Cambridge, U. K.

Bodri, L., and V. Cermak (2007), Borehole Climatology, 1st ed., 352 pp.,
Elsevier, Amsterdam.

Carslaw, H. S., and J. C. Jaeger (1959), Conduction of Heat in Solids,
2nd ed., 510 pp., Oxford Univ. Press, New York.

Cermak, V. (1971), Underground temperature and inferred climatic temper-
ature of the past millennium, Paleogeogr. Paleoclimatol. Paleoecol., 10,
1-19.

Cey, B. D. (2009), On the accuracy of noble gas recharge temperatures as a
paleoclimate proxy, J. Geophys. Res., 114, D04107, doi:10.1029/
2008JD010438.

Davin, E. L., N. de Noblet-Ducoudré, and P. Friedlingstein (2007),
Impact of land cover change on surface climate: Relevance of the radi-
ative forcing concept, Geophys. Res. Lett., 34, 113702, doi:10.1029/
2007GL029678.

Demetrescu, C., D. Nitoiu, C. Boroneant, A. Marica, and B. Lucaschi
(2007), Thermal signal propagation in soils in Romania: conductive
and non-conductive processes, Clim. Past, 3, 637-645.

Ferguson, G., and H. Beltrami (2006), Transient lateral heat flow due to
land-use changes, Earth Planet. Sci. Lett., 252, 217-222, doi:10.1016/
j.eps1.2005.12.001.

Ferguson, G., H. Beltrami, and A. Woodbury (2006), Perturbation of
ground surface temperature reconstructions by groundwater flow,
Geophys. Res. Lett., 33, L13708, doi:10.1029/2006GL026634.

Frauenfeld, O. W., T. Zhang, R. G. Barry, and D. Gilichinsky (2004),
Interdecadal changes in seasonal freeze and thaw depths in Russia,
J. Geophys. Res., 109, D05101, doi:10.1029/2003JD004245.

Garcia-Suarez, A. M., and C. J. Butler (2006), Soil temperatures at Armagh
observatory, Northern Ireland, from 1904 to 2002, Int. J. Climatol., 26,
1075-1089.

Geiger, R. (1965), The Climate Near the Ground, 611 pp., Harvard Univ.
Press, Cambridge, Mass.

Gonzalez-Rouco, J. F., H. von Storch, and E. Zorita (2003), Deep soil tem-
perature as proxy for surface air-temperature in a coupled model simula-
tion of the last thousand years, Geophys. Res. Lett., 30(31), 2116,
doi:10.1029/2003GL0O18264.

Gonzélez-Rouco, J. F., H. Beltrami, E. Zorita, and H. von Storch (2006),
Simulation and inversion of borehole temperature profiles in simulated
climates: spatial distribution and surface coupling, Geophys. Res. Lett.,
33, L01703, doi:10.1029/2005GL024693.

Gonzalez-Rouco, J. F., H. Beltrami, E. Zorita, and M. B. Stevens (2009),
Borehole climatology: A discussion based on contributions from climate
modeling, Clim. Past, 5, 97-127.

Goodrich, L. E. (1982), The influence of snow cover on the ground thermal
regime, Can. Geotech. J., 19, 421-432.

Hamza, V. M., A. S. B. Cavalcanti, and L. C. C. Benyosef (2007), Surface
thermal perturbations of the recent past at low latitudes—Inferences
based on borehole temperature data from eastern Brazil, Clim. Past, 3,
513-526.

9 of 10



D21115

Hansen, J., et al. (2005), Earth’s energy imbalance: Confirmation and im-
plications, Science, 308, 1431-1435.

Harris, R. N., and D. S. Chapman (2001), Mid latitude (30°-60°N) climatic
warming inferred by combining borehole temperature with surface air
temperature, Geophys. Res. Lett., 28, 747-750.

Hinkel, K. M., and S. I. Outcault (1993), Detection of nonconductive
heat transport in soils using spectral analysis, Water Resour. Res.,
29, 1017-1023.

Hu, Q., and S. Feng (2005), How have soil temperatures been affected by
the surface temperature and precipitation in the Eurasian continent?,
Geophys. Res. Lett., 32, L14711, doi:10.1029/2005GL023469.

Huang, S. (2006), 1851-2004 annual heat budget of the continental land-
masses, Geophys. Res. Lett., 33, L04707, doi:10.1029/2005GL025300.
Huang, S., H. N. Pollack, and P.-Y. Shen (2000), Temperature trends over
the past five centuries reconstructed from borehole temperatures, Nature,

403, 756-758.

Levitus, S., J. I. Antonov, J. L. Wang, T. L. Delworth, K. W. Dixon, and
A. J. Broccoli (2001), Anthropogenic warming of Earth’s climate sys-
tem, Science, 292, 267-270.

Lin, X., J. E. Smerdon, A. W. England, and H. N. Pollack (2003), A model
study of the effects of climatic precipitation changes on ground tempera-
tures, J. Geophys. Res., 108(D7), 4230, doi:10.1029/2002JD002878.

MacDougall, A. H., J. F. Gonzalez-Rouco, M. B. Stevens, and H. Beltrami
(2008), Quantification of subsurface heat storage in a GCM simulation,
Geophys. Res. Lett., 35, L13702, doi:10.1029/2008 GL034639.

MacDougall, A. H., H. Beltrami, J. F. Gonzalez-Rouco, M. B. Stevens, and
E. Bourlon (2010), Comparison of observed and general circulation
Model derived continental subsurface heat flux in the Northern Hemi-
sphere, J. Geophys. Res., 115, D12109, doi:10.1029/2009JD013170.

Mareschal, J. C., and H. Beltrami (1992), Evidence for recent warming
from perturbed geothermal gradients: Examples from eastern Canada,
Clim. Dyn., 6, 135-143.

Nicolsky, D. J., V. E. Romanovsky, V. A. Alexeev, and D. M. Lawrence
(2007), Improved modeling of permafrost dynamics in a GCM land-
surface scheme, Geophys. Res. Lett., 34, L08501, doi:10.1029/
2007GL029525.

Osterkamp, T. E., and V. E. Romanovsky (1994), Characteristics of chang-
ing permafrost temperatures in the Alaskan Arctic, USA, Arct. Alp. Res.,
28, 267-273.

Outcalt, S. 1., and K. M. Hinkel (1992), The fractal geometry of thermal
and chemical time series from the active layer, Alaska, Permafrost
Periglac. Processes, 3, 315-322.

Pollack, H. N., and J. E. Smerdon (2004), Borehole climate reconstructions:
Spatial structure and hemispheric averages, J. Geophys. Res., 109,
D11106, doi:10.1029/2003JD004163.

Pollack, H. N., D. Y. Demezhko, A. D. Duchkov, 1. V. Golovanova, S.
Huang, V. A. Shchapov, and J. E. Smerdon (2003), Surface temperature
trends in Russia over the past five centuries reconstructed from borehole
temperatures, J. Geophys. Res., 108(B4), 2180, doi:10.1029/
2002JB002154.

LESPERANCE ET AL.: SUBSURFACE TEMPERATURE TRENDS

D21115

Pollack, H. N., J. E. Smerdon, and P. E. van Keken (2005), Variable sea-
sonal coupling between air and ground temperatures: A simple represen-
tation in terms of subsurface thermal diffusivity, Geophys. Res. Lett., 32,
L15405, doi:10.1029/2005GL023869.

Schmidt, W. L., W. D. Gosnold, and J. W. Enz (2001), A decade of air-
ground temperature exchange from Fargo, North Dakota, Global Planet.
Change, 29, 311-325.

Smerdon, J. E., H. N. Pollack, J. W. Enz, and M. J. Lewis (2003),
Conduction-dominated heat transport of the annual temperature signal
in soil, J. Geophys. Res., 108(B9), 2431, doi:10.1029/2002JB002351.

Smerdon, J. E., H. N. Pollack, V. Cermak, J. W. Enz, M. Kresl, J. Safanda,
and J. F. Wehmiller (2004), Air-ground temperature coupling and sub-
surface propagation of annual temperature signals, J. Geophys. Res.,
109, D21107, doi:10.1029/2004JD005056.

Smerdon, J. E., H. N. Pollack, V. Cermak, J. W. Enz, M. Kresl, J. Safanda,
and J. F. Wehmiller (2006), Daily, seasonal, and annual relationships
between air and subsurface temperatures, J. Geophys. Res., 111,
D07101, doi:10.1029/20041D005578.

Smerdon, J., H. Beltrami, C. Creelman, and M. B. Stevens (2009), Charac-
terizing land-surface processes: A quantitative analysis using air-ground
thermal orbits, J. Geophys. Res., 114, D15102, doi:10.1029/
2009JD011768.

Sokratov, S. A., and R. G. Barry (2002), Intraseasonal variation in the ther-
moinsulation effect of snow cover on soil temperature and energy bal-
ance, J. Geophys. Res., 107(D10), 4093, doi:10.1029/2001JD000489.

Stevens, M. B., J. E. Smerdon, J. F. Gonzélez-Rouco, M. Stieglitz, and H.
Beltrami (2007), Effects of bottom boundary placement on subsurface
heat storage: Implications for climate model simulations, Geophys. Res.
Lett., 34, L02702, doi:10.1029/2006GL028546.

Stevens, M. B., J. F. Gonzalez-Rouco, and H. Beltrami (2008), North
American climate of the last millennium: Underground temperatures
and model comparison, J. Geophys. Res., 113, F01008, doi:10.1029/
2006JF000705.

Stieglitz, M., and J. E. Smerdon (2007), Characterizing land-atmosphere
coupling and the implications for subsurface thermodynamics, J. Clim.,
20, 21-37.

Stieglitz, M., S. J. Dery, V. E. Romanovsky, and T. E. Osterkamp (2003),
The role of snow cover in the warming of arctic permafrost, Geophys.
Res. Lett., 30(13), 1721, doi:10.1029/2003GL017337.

Zhang, T. (2005), Influence of the seasonal snow cover on the ground ther-
mal regime: An overview, Rev. Geophys., 43, RG4002, doi:10.1029/
2004RG000157.

H. Beltrami and M. Lesperance, Environmental Sciences Research
Centre, St. Francis Xavier University, | West St., Antigonish, NS B2G
2WS5, Canada. (hugo@stfx.ca)

J. Smerdon, Lamont-Doherty Earth Observatory, Columbia University,
Palisades, NY 10964, USA.

10 of 10




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (ECI-RGB.icc)
  /CalCMYKProfile (Photoshop 5 Default CMYK)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Preserve
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
    /Courier
    /Courier-Bold
    /Courier-BoldOblique
    /Courier-Oblique
    /Helvetica
    /Helvetica-Bold
    /Helvetica-BoldOblique
    /Helvetica-Oblique
    /Symbol
    /Times-Bold
    /Times-BoldItalic
    /Times-Italic
    /Times-Roman
    /ZapfDingbats
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 400
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects true
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ENU ()
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /BleedOffset [
        0
        0
        0
        0
      ]
      /ConvertColors /ConvertToRGB
      /DestinationProfileName (sRGB IEC61966-2.1)
      /DestinationProfileSelector /UseName
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements true
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MarksOffset 6
      /MarksWeight 0.250000
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /UseDocumentProfile
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


