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Abstract

A series of Madden-Julian oscillation (MJO) mechanism-denial experiments is performed using an atmospheric general circulation model (AGCM). Daily climatological seasonal cycles of i) surface latent heat flux, ii) net radiative heating rate, and iii) surface wind stress are obtained from a control simulation and prescribed in place of the normal interactive computations of these fields in order to turn off the i) wind-induced surface heat exchange (WISHE), ii) cloud-radiation interaction (CRI), and iii) frictional wave-CISK (FWC) mechanisms, respectively. Dual and triple mechanism denial experiments are also conducted by switching off multiple mechanisms together. The influence of each mechanism is assessed by comparing experiments with that mechanism turned off to those in which it is not.

CRI and WISHE are both found to be important to the simulated MJO amplitude and propagation speed, while FWC has weaker and less systematic effects. The MJO is weakened when CRI is turned off, but strengthened when WISHE is turned off, indicating that CRI and WISHE amplify and weaken the MJO, respectively, in the control simulation. The negative influence of WISHE is shown to result from simulated phase relationships between surface winds, surface fluxes and convection which differ significantly from those found in observations. The positive influence of CRI is consistent with a strong simulated relationship between daily grid-point column-integrated radiative and convective heating; the mean ratio of the latter to the former exceeds 0.2 for rain rates less than 14 mm d$^{-1}$. 
1. Introduction

The Madden-Julian oscillation (MJO, Madden and Julian 1971; Madden and Julian 1972) is a dominant mode of tropical intraseasonal variability, characterized by its planetary spatial scale, 30-60 day period, and eastward propagation. By modulating deep convection over the tropics, the MJO has large impacts on a wide variety of climate phenomena across different spatial and temporal scales. Some examples include the onset and break of the Indian and Australian summer monsoons (e.g. Yasunari 1979; Wheeler and McBride 2005), the formation of tropical cyclones (e.g. Liebmann and Hartmann 1984; Maloney and Hartmann 2000a; Maloney and Hartmann 2000b; Bessafi and Wheeler 2006) and the onset of some El Nino events (e.g. Takayabu et al. 1999; Bergman et al. 2001; Kessler 2001).

Theories have been suggested based on observations and model results to explain the existence of the MJO and its characteristics, particularly its spatial and temporal scales and propagation direction. Below we introduce some of these theories, particularly those relevant to our study. Readers are referred to reviews by Zhang (2005), Wang (2005), and Waliser (2006) for more complete reviews of MJO theories.

In the mobile wave-CISK (conditional instability of second kind) theory (Lau and Peng 1987), the eastward propagating intraseasonal variability in the tropics was hypothesized to result from selective amplification of low-wavenumber Kelvin
waves. Indeed, the phase speed of the eastward propagating, large-scale wave in Lau and Peng (1987) is close to that of convectively coupled equatorial Kelvin waves (Wheeler and Kiladis 1999), but faster than that of the MJO. In frictional wave-CISK (FWC) theory (Wang 1988; Salby et al. 1994), friction in the boundary layer results in coupling between the moist Kelvin and Rossby modes (Wang and Rui 1990). This moist Kelvin-Rossby coupled wave packet favors planetary scales, slower eastward propagation, and suppression of the uncoupled moist Kelvin mode (Wang and Rui 1990). The FWC theory has been supported by several observational studies (Hendon and Salby 1994; Jones and Weare 1996; Maloney and Hartmann 1998; Matthews 2000) and modeling studies (Lau and Lau 1986; Lau and Chan 1988; Sperber et al. 1997; Waliser et al. 1999; Lee et al. 2003).

In the wind-evaporation feedback or wind induced surface heat exchange (WISHE) theory (Emanuel 1987; Neelin et al. 1987), the destabilization of the convectively coupled Kelvin wave is driven by anomalous latent heat flux at the surface induced by anomalous wind speed. The anomalous wind speed results when easterly wind anomalies due to the wave are superimposed on an assumed basic state easterly wind. The anomalously strong easterlies and fluxes lie to the east of the convection maximum. This shifts the convection eastward, so that the convective heating becomes partly in phase with positive temperature anomalies, resulting in generation of available potential energy. This theory, however, has been shown to have critical weak points to explain observed MJO. Those are: i) the theory
assumes mean easterlies while mean zonal wind is westerly in the region (i.e. equatorial Indian ocean and west Pacific during boreal winter) where the MJO is active, and ii) observations show that anomalous evaporation is strongest to the west of the convection, not to the east as suggested by WISHE theory (Shinoda et al. 1998). Nonetheless, these are only weaknesses with the original specific linear form of the theory, rather than with the general notion of surface fluxes as destabilizing the MJO. In fact some evidence from observations and numerical simulations supports the proposition that surface fluxes play an important role (e.g., Sobel et al. 2008, 2010), though the details of the mechanism must differ from that in the simplest linear theory. Positive feedback from surface heat flux anomalies is also crucial in destabilization of some modes in the more recent idealized model studies of Fuchs and Raymond (2002, 2005, 2007).

Local radiative-convective feedback has also been proposed as a mechanism for generating intraseasonal disturbances (Hu and Randall 1994, 1995; Waliser 1996; Raymond 2001; Fuchs and Raymond 2002, 2005, 2007; Sobel and Gildor 2003; Stephens et al. 2004). Additional radiative heating due to the greenhouse effect of high convective clouds is hypothesized to destabilize large-scale waves, such as the MJO. While the radiative heating is a small fraction of the convective heating - about 10-15%, according to Lin and Mapes (2004) – the radiative heating is a net source of moist static energy or moist entropy, whereas the convective heating is not. Radiative and surface fluxes have this in common, being the primary sources of
moist static energy or moist entropy; the hypothesis that these two processes are important amounts to a hypothesis that the MJO is fundamentally a diabatic phenomenon, rather than a moist adiabatic one. The similarity between radiative-convective and surface turbulent flux feedbacks goes further, as the total (shortwave plus longwave) radiative effects of high clouds tend to cool the surface by an amount comparable to their heating of the atmosphere, so that in the column integral they behave similarly to a surface flux (Sobel and Gildor 2003; Sobel et al. 2008, 2010).

It would be easy to test the importance of one mechanism if we could turn it off in nature. Of course, this is not possible. Despite the efforts described above (and others), there is yet no satisfactory and broadly agreed-upon theory for the MJO. Perhaps for related reasons, numerical simulation of the MJO has been a difficult test for most climate models (Slingo et al. 1996; Lin et al. 2006). Lin et al. (2006) showed that only 2 models in CMIP3 had MJO variance comparable to observations, with even those lacking realism in many other MJO features. At the same time, however, many previous studies have shown that simulation of the MJO can be improved by changing aspects of the cumulus parameterization of the GCM. The methods used include employing inhibition mechanisms associated with cumulus convection (Tokioka et al. 1988; Wang and Schlesinger 1999; Lee et al. 2003; Lin et al. 2008), an improved representation of downdrafts and rain re-evaporation (Maloney and Hartmann 2001), and modified convective closures (Zhang and Mu 2005).
Although there are several known ways to improve the MJO in model simulations, there have been limited attempts to understand the improvement of a GCM simulation in the frameworks of the above-mentioned theories. When we change a convection scheme so that the simulated MJO strengthens, what is the macroscopic mechanism by which that simulated MJO is initiated and maintained? By “macroscopic” we refer to mechanisms such as those described above – WISHE, radiative-convective feedbacks, frictional wave-CISK etc. – as “macroscopic” mechanisms. We use this term to indicate that these are processes that emerge holistically from the physics and dynamics and act (according to the various hypotheses) to drive the MJO. This is distinct from processes that are explicitly represented within the physical parameterizations, such as entrainment, downdrafts, rain re-evaporation, and others. More is known about how these “microscopic” processes can be manipulated in convective parameterizations to control MJO amplitude in a model than about which macroscopic mechanisms – those which are most explicitly discussed in theoretical work – act to generate the MJO in those comprehensive models which do simulate it with at least moderate success. We aim to address this question here in the context of one particular model. If we can identify the key mechanisms in the model, can we then determine whether the model’s simulation of it is realistic compared to observations? If we could go on to answer these questions in a wide range of models with varying degrees of fidelity in their MJO simulations, we might be able to use our growing capability to simulate
the MJO numerically in the service of greater understanding.

The simplest and most direct way to determine the importance of a given mechanism in a model is to disable it, and then ask to what extent its removal adversely affects the simulated MJO. Maloney and Sobel (2004) and Sobel et al. (2010) tested WISHE theory by using a specified, non-interactive surface wind speed in the calculation of surface latent heat flux. Those studies found (in two different GCMs, respectively) that the amplitude of the MJO was reduced significantly when WISHE was suppressed. To turn off cloud-radiation interaction (CRI), Lee et al. (2001) prescribed the zonal mean net radiative heating rate in place of the interactively-computed one in an aqua-planet framework. They found that longwave-cumulus anvil cloud interaction had negative effects on tropical ISO simulation by effectively exciting small-scale disturbances continuously. Chao and Chen (2001) turned off FWC in their model simulating MJO by replacing wind stress with its zonal mean value at each time step. They found that disabling FWC did not significantly affect the MJO in their model. Despite the above examples, there has been no systematic study in which multiple different mechanisms have been tested in one single model. In the current study, we conducted a series of MJO mechanism-denial experiments in a systematic way using one AGCM. The tested mechanisms are i) WISHE, ii) CRI, and iii) FWC.

Section 2 describes the model used, experimental designs, and the data used for
validation. The results from the MJO mechanism-denial experiments are shown and discussed in Section 3. Conclusions are given in section 4.

2. Model, experimental design, and data

a. Atmospheric General Circulation Model

The model used in this study is the Seoul National University (SNU) AGCM. The model is a global spectral model, with 20 vertical levels in sigma coordinates. In this study, T42 (~2.8°x2.8°) truncation is used for the model’s horizontal resolution. The standard deep convection scheme of the SNU AGCM is a simplified version of the Relaxed Arakawa-Schubert (RAS, Moorthi and Suarez 1992) scheme by Numaguti et al. (1995). Major simplifications and differences from the original Arakawa–Schubert scheme (Arakawa and Schubert 1974) are described in detail in Numaguti et al. (1995) and Lee et al. (2003). The large-scale condensation scheme consists of a prognostic microphysics parameterization for total cloud liquid water (Le Treut and Li 1991) with a diagnostic cloud fraction parameterization. A nonprecipitating shallow convection scheme (Tiedtke 1984) is also implemented in the model for mid-tropospheric moist convection. The boundary layer scheme is a nonlocal diffusion scheme based on Holtslag and Boville (1993), while the land surface model is from Bonan (1996). Radiation is parameterized by the two-stream k-distribution scheme implemented by Nakajima et al. (1995).
b. Experimental design

The cumulus parameterization simulates a spectrum of convective plumes in every time step. Each convective plume has its own entrainment rate, which represents the rate at which the rising cloud plume is diluted by environmental air. Given the properties of parcel at cloud base, and environmental (i.e. grid-mean) thermodynamic conditions in a column, which are the same for all plumes, cloud top becomes lower when the entrainment rate is larger. The Tokioka modification (Tokioka et al. 1988), which suppresses convective plumes with entrainment rates less than a threshold that varies inversely with planetary boundary layer (PBL) depth, is implemented in the SNU AGCM. The minimum threshold value is defined as $\mu_{\text{min}} = \alpha/D$, where $D$ is the depth of the planetary boundary layer (PBL) and $\alpha$ is a non-negative constant. The constant $\alpha$, which determines the minimum entrainment rate for a given PBL depth, is set to 0 and 0.1 in Tok0 and Tok0.1 experiments, respectively. The value $\alpha=0.1$ is sufficiently large that the Tokioka modification inhibits deep plumes significantly in the presence of typical PBL depths.

A series of MJO mechanism-denial experiments is conducted with Tok0.1, by prescribing one or more model variables that are obtained from Tok0.1 using the climatology for each variable in place of its normal interactively-determined value. Surface evaporation, net radiative heating rate, and surface wind stress (in both zonal and meridional direction) are prescribed, to turn off WISHE, CRI, and FWC,
respectively. For example, the surface evaporation does not interact with surface winds when we prescribe it, thereby we can effectively switch off WISHE. For each mechanism denial experiment we replace the interactive variables in question with zonally asymmetric, daily- and annually-varying climatologies constructed from the control run, in order to change the mean state as little as possible from that run. In single mechanism denial experiments, only one variable is prescribed, while multiple mechanisms are switched off together in double and triple mechanism denial experiments. All experiments conducted in this study are summarized in Table 1. The double and triple mechanism denial experiments are useful in that they provide more samples with which to examine the impact of each mechanism. For example, the effect of CRI can be evaluated by comparing Tok0.1 and noC (because all mechanism denial experiments are using Tok0.1, we omit the label Tok0.1 when we mention the mechanism denial experiments), as well as noW and noW/C, noF and noC/F, and noW/F and noW/C/F. In all noF (no FWC) experiments, zonal and meridional surface wind stresses are prescribed only between 30°S-30°N. The values from the control experiment are used as they are between 20°S-20°N, but are combined linearly with the interactively calculated value in remaining area. The fraction of the prescribed value in the combination is one in 20°S/N and linearly decreasing with latitude to zero at 30°S/N. Each version is integrated with observed SST for the period of 1997-2004 as a lower boundary condition.

c. Data
We validate the simulations of rainfall against the Global Precipitation Climatology Project (GPCP) dataset (Huffman et al. 2001). We use outgoing longwave radiation (OLR) from the Advanced Very High Resolution Radiometer (AVHRR) (Liebmann and Smith 1996). The upper (200-hPa) and lower (850-hPa) tropospheric zonal winds are from National Centers for Environmental Prediction (NCEP)–National Center for Atmospheric Research (NCAR) reanalysis data (Kalnay et al. 1996). For the surface latent heat flux we also use the objectively analyzed air–sea fluxes (OAFlux) from Yu and Weller (2007). The structures of specific humidity and 925-hPa moisture convergence based on the 40-yr European Centre for Medium-Range Weather Forecasts (ECMWF) ReAnalysis (ERA-40) (Uppala et al. 2005) are included in our analysis since Tian et al. (2006) indicated possible shortcomings in the MJO-relevant specific humidity fields from the NCEP–NCAR reanalysis.

3. Results

a. Mean, ISV, and eastward propagation of ISV

November-April time-averaged precipitation and 850-hPa zonal wind are drawn in Figure 1 from observations and all simulations conducted in this study as described in Section 2. In observations (Fig. 1a), the climatological boreal winter season precipitation over the Pacific is characterized by maxima on the west and east sides of the intertropical convergence zone (ITCZ), and in the south Pacific
convergence zone (SPCZ). A salient feature over the Indian Ocean is the east-west asymmetry, with a maximum in the eastern side. Along the equator, the region of eastward 850-hPa zonal wind, bounded by thick solid line in Figure 1, elongates from the western Indian Ocean to the date line. The presence, extent and strength of mean westerlies over the western Pacific have been suggested as indicators of the ability of a model to represent the MJO in that region (e.g., Inness et al. 2003; Sperber et al. 2005).

The observed rainfall maxima are generally well captured in the two control simulations (Tok0 and Tok0.1). Compared to Tok0 (Fig. 1f), however, Tok0.1 (Fig. 1b) simulates more rainfall in the SPCZ and Indian Ocean, and less (but closer to the observed magnitude) in the western ITCZ. The mean state changes apparent here from Tok0 to Tok0.1 are common features in AGCMs when a change to a given model is made such that the simulated MJO becomes stronger (Kim et al. 2011). Note that the simulations shown in Kim et al. (2011) include the two control simulations here, with lengthened simulation period (20 years). The mean westerlies over the western Pacific are stronger and extend further to the east in Tok0.1 than Tok0, while the westerlies over the Indian Ocean are weakened in Tok0.1.

It seems from Figure 1 that the patterns of mean precipitation in the mechanism denial simulations are more similar to those of Tok0.1 than to those of Tok0. In other words, the changes in the mean state caused by prescribing variables in order to turn
off feedbacks in a single model version are smaller than the differences between different versions. We infer from this that any changes in the characteristics of the simulated MJO can be mostly attributed to the direct effects of internal processes on MJO dynamics, rather than to indirect impacts through the mean state. There are, however, some systematic differences in the mean states in the various mechanism denial experiments. When the interaction between the surface wind and evaporation is turned off (e.g. Tok0.1 vs. noW, noC vs. noW/C, noF vs. noW/F, and noC/F vs. noW/C/F), the region of mean westerlies becomes wider in the meridional direction over the western Pacific. Equatorial precipitation is also reduced, resulting in a double ITCZ in the western Pacific. Determining the reasons for these changes in the mean state without WISHE is beyond the scope of the current study.

In Figure 2, maps of sub-seasonal (20-100-day bandpass filtered) variance of precipitation and 850-hPa zonal wind, observed and simulated, are displayed. The patterns and magnitudes of precipitation variability generally follow those of the mean, except over the islands of the Maritime continent. Over those islands, there is no maximum - as there is in mean precipitation - in the magnitude of ISV, suggesting the role of total surface heat flux in generating or maintaining ISV (Sobel et al. 2008, 2010). In contrast to precipitation, the variance of 20-100-day filtered 850-hPa zonal wind generally doesn’t have the same structure as does its mean. It rather follows the pattern of precipitation variance, implying strong local coupling between precipitation and lower level zonal wind variability on the sub-seasonal time scale.
Tok0.1 features stronger ISV of both precipitation and 850hPa zonal wind than does either Tok0 or observations. When surface latent heat flux is prescribed, the pattern of variance broadens in the meridional direction, which is consistent with the change in the mean state. Turning off CRI reduces the amplitude of sub-seasonal variability. This implies that CRI plays a significant role in generating or maintaining the ISV of precipitation, which in turn is tightly coupled to that of 850hPa zonal wind. In contrast, sub-seasonal variability is enhanced when the zonal and meridional surface wind stresses are prescribed. When the surface drag does not depend on the instantaneous wind speed, the distribution of wind speeds will become broader - both the slow winds will become slower, and the fast winds will become faster. But the surface thermodynamic fluxes depend on the instantaneous winds, so the surface fluxes become more variable as well. Variability of surface latent heat flux is dramatically enhanced in both of total and intraseasonal time scale in noF compared to that in Tok0.1 (not shown). This suggests that the increase of sub-seasonal variability in noF may be due in part to the increase of surface flux variability in that run.

Figure 3 shows lag-correlation coefficients of 10°S-10°N averaged, 20-100-day filtered 850-hPa zonal wind anomalies against a reference time series constructed by averaging the same anomaly data over the western Pacific (130-155°E, 5°S-5°N). When we compare the two control simulations, the observed eastward propagation of lower-tropospheric zonal wind anomaly is better simulated in Tok0.1 than Tok0,
as shown in Lin et al. (2008), and Kim et al. (2011). When the mechanism denial experiments are compared, it is found that the eastward propagation becomes stronger without WISHE (Tok0.1 vs. noW, noC vs. noW/C, noF vs. noW/F), except when all three mechanisms are turned off (noC/F vs. noW/C/F). This implies that interactive surface flux has negative effects on the generation of eastward-propagating ISV, i.e., it hinders the simulated MJO rather than strengthening it. We will show in the next section that this results from simulated phase relationships between surface winds, surface fluxes and precipitation that are significantly different than those found in observations. CRI, on the other hand, appears to have major positive effects on the simulated MJO; the eastward propagation weakens significantly without CRI (Tok0.1 vs. noC, noW vs. noW/C, noF vs. noC/F, and noW/F vs. noW/C/F). The interaction between cloud and radiation seems to play a crucial role in the generation of intraseasonal variability in general, and the eastward-propagating MJO in particular. When FWC is switched off, on the other hand, it seems that changes in characteristics of the eastward propagation are not systematic.

To quantify the relative importance of each mechanism, we develop some simple measures of MJO amplitude and propagation. We can the compare how much those measures change when each individual mechanism, and combination of mechanisms, is disabled. As gross measures of amplitude and eastward propagation of the ISV in each simulation, we choose tropics-averaged standard deviation of 20-
100-day filtered anomaly and eastward/westward ratio, respectively. The eastward/westward ratio is defined as the sum of eastward propagating spectral power with wavenumbers from 1 to 3 and periods from 30 to 70 days, divided by its westward propagating counterpart.

Figure 4 shows a scatter plot of the amplitude of ISV in precipitation and the eastward/westward ratio of 850-hPa zonal wind. In Figure 4, closed squares show observation (black), Tok0 (blue), and Tok0.1 (red). Open squares, open diamonds, and crosses represent the simulations without WISHE, CRI, and FWC, respectively. Combinations of symbols represent double or triple mechanism denial experiments. All mechanism denial experiments are in red, because they are based on Tok0.1. The most notable feature in Figure 4 is the difference between symbols that do or do not have an open diamond, but are otherwise the same; this difference indicates the role of CRI. Whenever CRI is turned off in this model, the amplitude of ISV becomes weaker and its eastward propagation becomes less prominent. Turning off the FWC (cross symbol) enhances ISV amplitude without a clear change in eastward propagation. Switching off WISHE tends to increase the eastward/westward ratio. These conclusions are consistent to those drawn from the preceding figures (e.g. Figure 3), suggesting the usefulness of this kind of metric to diagnose characteristics of ISV simulated in models.

b. Combined EOF approach
The impacts of each mechanism on the simulated MJO are investigated in this section using diagnostics intended to extract the MJO more specifically, as opposed to just the magnitude and tendency to eastward propagation of ISV. For this purpose, it is necessary to extract the MJO in observations and simulations, to compare them with each other. The characteristics of the MJO may be different in different simulations. The MJO is defined here as the leading mode of coherent variability between anomalies of upper and lower tropospheric zonal wind, and convection. Combined empirical orthogonal function (CEOF) approach (Wheeler and Hendon 2004) is adopted for this purpose. Unlike Wheeler and Hendon (2004), in which unfiltered anomalies are used because real-time applicability is one of the most important concerns in their study, we use 20-100-day filtered 850 and 200-hPa zonal wind, and OLR in the CEOF analysis. In other respects our approach largely follows theirs.

Figure 5 shows the leading pair of CEOFs derived from observations and each simulation. The CEOFs are arranged to have similar patterns to those in Wheeler and Hendon (2004) so that the definitions of phases used in the MJO life-cycle composite below are consistent to those from observations. In Figure 5, the upper panels represent a mode with negative (positive) OLR anomalies in the Indian Ocean (western Pacific), while convective anomalies appear in the Maritime continent in the lower panel (a counterpart mode to that in the upper panel). In both modes convective anomalies are accompanied by a deep baroclinic structure in upper- and
lower-tropospheric zonal wind. The CEOFs in all of the simulations capture the gross features of the leading mode in observations, such as the location of the maximum in convection (minimum OLR), baroclinic wind structure, and planetary spatial scale. Therefore, we regard these pairs of modes as representative of the MJO simulated in each simulation in the following analysis and discussions.

In Figure 5, the numbers in each box represent the percentage of the variance explained by each mode (%VAR), while the numbers above upper box show the mean coherence squared between two PCs over the 30-80-day period range (Coh²). In Table 2, these numbers as derived from observations and all simulations are shown for quantitative comparison of the characteristics of the MJOs. %VAR represents the degree of dominance of the MJO mode over other sub-seasonal time scale variability, while Coh² is a metric for coherent eastward propagation of the MJO mode. %VAR and Coh² from the simulations are smaller than that observed, as in simulations with other GCMs (Kim et al. 2009). Turning off CRI (with the other mechanisms fixed) tends to reduce both metrics above, implying that CRI induces a more dominant, more coherent eastward propagating MJO mode (Tok0.1 vs. noC, noW vs. noW/C, noF vs. noC/F, and noW/F vs. noW/C/F). When CRI is active, switching off WISHE makes all metrics higher than those in the counter experiments (Tok0.1 vs. noW and noF vs. noW/F). This again suggests that WISHE has negative impacts on the MJO mode in this model. FWC seems to have no systematic impacts in the metrics of the MJO mode.
To assess whether the extracted MJO modes are physically meaningful and distinct from a red noise process, and to examine the temporal period associated with each CEOF, we calculate power spectra of the associated unfiltered PCs. The unfiltered PCs are obtained by projecting the leading CEOFs in Figure 5 onto unfiltered anomaly data with only the seasonal cycle removed. If the power spectra of the unfiltered PCs shown in Fig. 6 yield statistically significant peaks at MJO time scales, then we have increased confidence that the extracted MJO modes are physically meaningful. The percentage of power residing within the 30-80-day period range to the total in the spectrum (%30-80d) is given in each panel to quantify the dominance of time scale of the MJO observed.

In observations (Fig. 6a), statistically significant spectral power at the 99% confidence level relative to a red noise process is concentrated at periods of 30 to 80 days. Tok0.1 (Fig. 6f) also has statistically significant spectral power at MJO time scales, although it is shifted a bit to higher frequency relative to observations. On contrast, there is no such signal in Tok0 (Fig. 6b). Figure 6 shows that turning off CRI always reduces power at MJO time scales and enhances power at shorter period (Tok0.1 vs. noC, noW vs. noW/C, noF vs. noC/F, and noW/F vs. noW/C/F). The statistically significant power at MJO time scales is enhanced without WISHE in simulations in which CRI is turned on (Tok0.1 vs. noW and noF vs. noW/F). The values of %30-80d in Table 2 imply similar conclusions.
c. Life-cycle composites and process diagnostics

In this subsection we present diagnostics aimed more directly at illuminating the macroscopic mechanisms of interest (WISHE, CRI, FWC). For this purpose, MJO life-cycle composites (Wheeler and Hendon 2004) of OLR, evaporation, 1000-hPa zonal wind, specific humidity, and 925-hPa moisture convergence are constructed. The MJO life-cycle composites are constructed by averaging 20-100-day bandpass filtered anomalies across all days that fall within a given phase when the MJO amplitude \[[(PC1^2 + PC2^2)^{1/2}]\] is greater or equal to 1. The 8 phases are determined in the two-dimensional space of PCs from CEOF analysis. Readers are referred to Wheeler and Hendon (2004) and Kim et al. (2009) for more details of the procedures used to calculate the MJO life cycle composite and their application to climate model simulations.

i) noWISHE experiments

Figure 7 shows MJO life cycle composites of 10°S-10°N averaged OLR (contours) and evaporation (shaded) anomalies. The observed latent heat flux anomaly related to the MJO mode slightly lags, but to a significant extent is in phase with the convection (negative OLR anomaly), as shown in Fig. 7a. This suggests that the latent heat flux anomalies act to reinforce the convective anomalies in the active phase of the MJO. The simulations without WISHE do show small evaporation anomalies associated with the MJO; these result from evaporation over land where
it remains interactive. In Tok0.1, contrary to observations, the surface latent heat flux and convection (negative OLR) anomalies are mostly anti-correlated in the region near the largest MJO-related convective anomalies. This is consistent with the result above that WISHE damps the MJO-related convective anomalies in the control simulations. The reason for the anti-correlation between latent heat flux and OLR appears to stem from the phase relationship between low level wind and convection, which is quite different from that found in observations. Surface (1000hPa) westerlies, which lag convection but are partly in phase with it in observations, are much weaker in Tok0.1 than in observations, particularly in the region west of 120E where the MJO is growing (Figure 8). At the same time, easterly anomalies are much stronger and more nearly in phase with enhanced convection than in observations. Since the mean wind is westerly, westerly anomalies correspond to greater surface wind speed (and thus flux) and easterlies to weaker wind speed and flux. Thus the destructive effect of surface latent heat flux on the simulated MJO - shown above by the increases in %VAR, Coh^2, and %30-80d of the simulated MJO mode when WISHE is disabled (as long as CRI remains active) – appear to be caused by an incorrect simulation of the phase relationship between convection and low level wind in the control.

In Figure 9, MJO life-cycle composites of 10^oS-10^oN averaged specific humidity are displayed in a longitude-height cross section (upper), together with 10^oS-10^oN averaged OLR anomaly (lower). A specific phase, in which the MJO-related
convective anomalies are located near the Maritime continent, is picked in each case for comparison. Clearly the experiments that simulate strong MJO signal without WISHE, but with CRI (noW and noW/F), show stronger moisture anomalies than do the other runs, especially at near-surface levels. This is consistent with the expectation that convective activity is stronger as moist static energy in the planetary layer increases. Regarding the destructive effect of WISHE on the convective anomalies, we speculate that removing WISHE helps the model to retain strong moisture anomalies near the surface, by removing the impact of surface wind speed and latent heat flux changes which otherwise would be anticorrelated with those moisture anomalies.

ii) noCRI experiments

Contrary to the impact of WISHE, excluding CRI weakens the moisture signal in the MJO life-cycle composite, particularly below 900hPa (e.g. noC, and noC/F in Figure 9). Similarly, without CRI, the changes in the strength and period of the simulated MJO are in the opposite direction to those obtained when WISHE is turned off.

Figure 10 shows composites of the negative of the OLR anomaly with respect to the precipitation anomaly. These are not composites with respect to the MJO, but simply composites of daily-mean (negative) OLR based on daily-mean precipitation at each grid point. The negative of the OLR approximates the column integrated
net radiative heating anomaly, assuming that surface longwave fluxes do not vary significantly. The slope of the curve can be considered a linearized measure of the cloud-radiative feedback on convection; for a given amount of convective heating, the slope tells us how much additional heating of the column occurs due to the greenhouse effect of the clouds (e.g., Su and Neelin 2002; Fuchs and Raymond 2002; Bretherton and Sobel 2002; Lin and Mapes 2004). The composites based on observations show that the positive feedback from radiative heating is above 20% when the precipitation anomaly is small (less than about 4 mm day$^{-1}$), and above 10% until the precipitation anomaly reaches about 14 mm day$^{-1}$. In Tok0.1, the radiative feedback is stronger than that observed, especially when the rainfall anomaly is small: it is greater than 20% for precipitation anomalies less than 8 mm day$^{-1}$, and greater than 10% for precipitation anomalies up to 22 mm day$^{-1}$. This does not by itself illuminate the details of the mechanism by which CRI amplifies the MJO (as opposed to other disturbances with different space or time scales), but the presence of a strong CRI feedback in the model is at least consistent with an important role for that process in the simulated MJO dynamics.

iii) noFWC experiments

Figure 11 shows MJO life-cycle composites of 10$^\circ$S-10$^\circ$N averaged 925hPa moisture convergence and OLR anomalies. In observations, the positive PBL moisture convergence anomaly slightly leads the convection anomaly (Fig. 11a). The
expectation when we turn off FWC is that the phase difference between convection and PBL moisture convergence should disappear. This is because, in FWC theory, the PBL moisture convergence is frictionally driven ahead (east) of convection where easterly surface wind anomalies exist as the Kelvin wave response to the current convection (heating). Absent this frictional component to the convergence, we expect surface convergence - like low-level convergence in general - to be at least approximately collocated with the strongest convection, consistent with large-scale ascent via the mass budget. When we compare Tok0.1 to noF, indeed the phase difference between convergence and convection is reduced without interactive wind stress. Anomalous 925-hPa moisture convergence is nearly in phase with negative OLR in the noF run (Fig. 11c) while the negative OLR anomaly slightly lags moisture convergence in Tok0.1 (Fig. 11b) as in observations. However, prescribing wind stress does not strongly alter the boundary layer and lower tropospheric specific humidity anomalies (Figure 9) compared to Tok0.1. This might be why the MJO is not greatly weakened when FWC is disabled. It seems that frictional convergence is not a critically important mechanism for the development or maintenance of the MJO in this particular model.

4. Conclusions

In this study, we have conducted a series of Madden-Julian oscillation (MJO)
mechanism-denial experiments using the SNU AGCM. A version of the AGCM in which the convective scheme has been tuned to improve the simulation of the MJO was used to investigate the relative importance of several macroscopic mechanisms to the resulting simulated MJO. Daily climatological seasonal cycles of i) surface latent heat flux, ii) net radiative heating rate, and iii) surface wind stress were obtained from a control simulation and prescribed in the mechanism-denial experiments to turn off i) surface turbulent flux feedbacks (WISHE), ii) cloud-radiative feedbacks (CRI), and iii) frictional wave-CISK (FWC), respectively. The difference in the simulated intraseasonal variability (ISV) between two simulations in which a given process is or is not disabled while the others are held fixed (either on or off) is taken as a measure of the importance of that process to the simulated ISV. Gross metrics of ISV, such as total variance of key fields in the 20-100 band and the ratio of eastward- to westward-propagating variance, are considered, as well as standard diagnostics more specifically designed to isolate each simulation’s version of the MJO.

The results indicate that both CRI and WISHE are important to the simulated MJO in this model, while FWC is less important. To the extent that we consider this model relevant to reality, these results are consistent with Sobel et al. (2008, 2010) that presented evidence from observations and models that WISHE and CRI are important to the MJO. On the other hand, while the effect of CRI on the MJO is positive in this model, that of WISHE is negative, contrary to the arguments of Sobel
et al. (2008, 2010) as well as to the original WISHE theories (Emanuel 1987; Neelin et al. 1987). On the other hand again, however, the negative impact of WISHE in this model was shown above to result from an unrealistic simulation of the phase relationship between precipitation and surface winds in the control simulation, with the surface easterly anomalies being too strong and shifted too far west (thus too much in phase with enhanced convection) while the surface westerly anomalies are too weak and also too far west (and thus too far out of phase with convection). Because of this we do not consider the results here to be evidence against the relevance of WISHE to the real MJO.

In the control model, the cloud-radiative feedback, quantified by the mean relationship on daily timescales at individual gridpoints between column-integrated convective and radiative heating, is stronger than that found observations, particularly when anomalous precipitation is small. Thus it is possible that CRI plays too large a positive role in the MJO in this model, while WISHE plays much too negative a role.

When FWC is turned off, the phase difference between convection and PBL moisture convergence is reduced, as expected. However, neither boundary layer nor lower tropospheric specific humidity anomalies nor the amplitude of the MJO overall is weakened much by the disabling of FWC. It appears that frictional convergence is not a dominant mechanism for the MJO in this particular model,
consistent with the results of Chao and Chen (2001) who used a different model.

All these results may well be model-dependent. The great advantage of mechanism denial experiments in numerical models is that they give relatively clear information about which mechanisms are important in the model. The great disadvantage is that any model, certainly including this one, is flawed. It would be useful to the broader effort to understand the MJO if other investigators would perform similar experiments to evaluate the relevance of these mechanisms – as well as any others which can be tested in this manner – in other models, as proposed by Sobel et al. (2010).
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Figure 1. November–April mean precipitation (mm day\(^{-1}\)) (shaded) and 850-hPa zonal wind (m s\(^{-1}\)) (contoured) of a) GPCP/NCEP-NCAR, b) Tok0.1, c) Tok0.1,noW, d) Tok0.1,noC, e) Tok0.1,noF, f) Tok0, g) Tok0.1,noW/C, h) Tok0.1,noW/F, i) Tok0.1,noC/F, and j) Tok0.1,noW/C/F. Contours of mean 850-hPa zonal wind are plotted every 3 m s\(^{-1}\) with the zero line represented by a thick solid line.

Figure 2. As in Fig.1 but for variance of 20–100-day bandpass filtered precipitation (mm\(^2\) day\(^{-2}\)) and 850-hPa zonal wind (m\(^2\) s\(^{-2}\)). Contours of 850-hPa zonal wind variance are plotted every 5 m\(^2\) s\(^{-2}\) with the 10 m\(^2\) s\(^{-2}\) line represented by the thick solid line.

Figure 3. As in Fig.1 but for November-April lag-longitude diagram of 10\(^\circ\)N-10\(^\circ\)S averaged intraseasonal 850-hPa zonal wind anomalies correlated against intraseasonal zonal wind anomalies at the west Pacific (130-155\(^\circ\)E, 5\(^\circ\)S-5\(^\circ\)N averaged) reference point.

Figure 4. Scatterplot of standard deviation of precipitation averaged over 0-360\(^\circ\)E, 30\(^\circ\)S-30\(^\circ\)N and eastward/westward ratio of 850-hPa zonal wind. The eastward/westward ratio is defined as ratio of eastward propagating spectral power (summation over wavenumber 1-3, period 30-70 day) to that of westward propagating counterpart. Closed squares show observations (black), Tok0 (blue), and Tok0.1 (red). Open square, open diamond, and cross symbols represent simulations without WISHE, CRI, and FWC, respectively. Combinations of open and cross symbols indicate double or triple mechanism denial experiments.

Figure 5. First two CEOF modes of 20–100-day 15\(^\circ\)S–15\(^\circ\)N averaged 850-hPa and 200-hPa zonal wind and OLR. The total variance explained by each mode is shown in the upper left of each panel. The mean coherence squared between principal components of two modes within a 30–80-day period is given above the upper panel. The sign and location (upper or lower) of each mode are arbitrarily adjusted to be similar to observations. The mode having the largest percentage variance explained is the first mode.

Figure 6. The power spectrum of the unfiltered PC derived by projecting the CEOFs onto unfiltered data (seasonal cycle removed): first mode (blue) and second mode (green). Dashed lines show the 99% confidence limit for a red noise spectrum.

Figure 7. Phase–longitude diagram of OLR [contour plotted every 5 W m\(^{-2}\), positive (green) and negative (purple)] and surface latent heat flux (W m\(^{-2}\), shaded). Phases
are from the MJO life cycle composite with values averaged between 10°S and 10°N. a) OAflux/AVHRR, b) Tok0.1, and c) Tok0.1,noW.

Figure 8. Same as Figure 7, except for 1000hPa zonal wind and OLR. a) NCEP-NCAR/AVHRR and b) Tok0.1.

Figure 9. MJO life-cycle composite of 20-100 day bandpass filtered, 10°S-10°N averaged specific humidity anomaly (upper panel), and filtered, 10°S-10°N averaged OLR anomaly (lower panel) at different phases in which the convective anomaly is located near the Maritime continent. a) GPCP/NCEP-NCAR, b) Tok0.1, c) Tok0.1,noW, d) Tok0.1,noC, e) Tok0.1,noF, f) Tok0.1,noW/C, g) Tok0.1,noW/F, h) Tok0.1,noC/F, and i) Tok0.1,noW/C/F.

Figure 10. Negative OLR anomaly composited based on precipitation. Points over the warm pool region (40-180°E, 20°S-20°N) are used in calculations. Solid lines represent observations (black) and Tok0.1 (red). The two black dashed lines show 10% and 20% of precipitation, respectively.

Figure 11. As in Figure 8 but for 925-hPa moisture convergence (kg kg⁻¹ s⁻¹). a) ERA40/AVHRR, b) Tok0.1, and c) Tok0.1,noF.
Table 1. Description of mechanism-denial experiments

<table>
<thead>
<tr>
<th>Tok0 /Tok0.1</th>
<th>no</th>
<th>no</th>
<th>no</th>
<th>no</th>
<th>no</th>
<th>no</th>
<th>no</th>
</tr>
</thead>
<tbody>
<tr>
<td>W</td>
<td>on</td>
<td>off</td>
<td>on</td>
<td>on</td>
<td>off</td>
<td>off</td>
<td>on</td>
</tr>
<tr>
<td>C</td>
<td>on</td>
<td>on</td>
<td>off</td>
<td>on</td>
<td>off</td>
<td>on</td>
<td>off</td>
</tr>
<tr>
<td>F</td>
<td>on</td>
<td>on</td>
<td>on</td>
<td>off</td>
<td>on</td>
<td>off</td>
<td>off</td>
</tr>
<tr>
<td>W/C</td>
<td>on</td>
<td>off</td>
<td>on</td>
<td>on</td>
<td>off</td>
<td>on</td>
<td>off</td>
</tr>
<tr>
<td>W/F</td>
<td>on</td>
<td>off</td>
<td>on</td>
<td>on</td>
<td>off</td>
<td>on</td>
<td>off</td>
</tr>
<tr>
<td>C/F</td>
<td>on</td>
<td>off</td>
<td>on</td>
<td>on</td>
<td>off</td>
<td>on</td>
<td>off</td>
</tr>
<tr>
<td>W/C/F</td>
<td>on</td>
<td>off</td>
<td>on</td>
<td>on</td>
<td>off</td>
<td>on</td>
<td>off</td>
</tr>
</tbody>
</table>

*WISHE (W): wind-induced surface heat exchange
*CRI (C): cloud-radiation interaction
*FricCISK (F): frictional wave-CISK

*In no F experiments, zonal and meridional surface wind stresses are prescribed only between 30oS-30oN. Value from control experiment is used as it is between 20oS-20oN, while it is mixed with calculated value in remaining area. The fraction of prescribed value in the mixture is one in 20oS/N and linearly decreasing with latitude to zero at 30oS/N.
Table 2. MJO metrics derived from CEOF analysis

<table>
<thead>
<tr>
<th>OBS</th>
<th>Tok0.</th>
<th>no</th>
<th>no</th>
<th>no</th>
<th>no</th>
<th>no</th>
<th>no</th>
<th>no</th>
<th>W/C/F</th>
</tr>
</thead>
<tbody>
<tr>
<td>%VAR</td>
<td>43.8</td>
<td>27.0</td>
<td>32.4</td>
<td>25.9</td>
<td>26.0</td>
<td>25.4</td>
<td>37.2</td>
<td>26.4</td>
<td>27.3</td>
</tr>
<tr>
<td>Coh²</td>
<td>0.79</td>
<td>0.59</td>
<td>0.69</td>
<td>0.48</td>
<td>0.52</td>
<td>0.37</td>
<td>0.69</td>
<td>0.51</td>
<td>0.33</td>
</tr>
<tr>
<td>%30-80d</td>
<td>58.1</td>
<td>40.0</td>
<td>43.2</td>
<td>33.1</td>
<td>40.1</td>
<td>31.3</td>
<td>48.6</td>
<td>30.4</td>
<td>24.2</td>
</tr>
</tbody>
</table>

*%VAR: percentage variance explained by the first leading pair of CEOF (Fig. 5)
*Coh²: coherence squared between two PCs of leading pair of CEOF within 30-80 day period (Fig. 5)
*%30-80d: percentage of power residing within 30-80 day period to total in power spectrum of unfiltered PC (1st mode, Fig. 6)
Figure 1. November–April mean precipitation (mm day\(^{-1}\)) (shaded) and 850-hPa zonal wind (m s\(^{-1}\)) (contoured) of a) GPCP/NCEP-NCAR, b) Tok0.1, c) Tok0.1,noW, d) Tok0.1,noC, e) Tok0.1,noF, f) Tok0, g) Tok0.1,noW/C, h) Tok0.1,noW/F, i) Tok0.1,noC/F, and j) Tok0.1,noW/C/F. Contours of mean 850-hPa zonal wind are plotted every 3 m s\(^{-1}\) with the zero line represented by a thick solid line.
Figure 2. As in Fig. 1 but for variance of 20–100-day bandpass filtered precipitation (mm$^2$ day$^{-2}$) and 850-hPa zonal wind (m$^2$ s$^{-2}$). Contours of 850-hPa zonal wind variance are plotted every 5 m$^2$ s$^{-2}$ with the 10 m$^2$ s$^{-2}$ line represented by the thick solid line.
Figure 3. As in Fig.1 but for November-April lag-longitude diagram of 10°N-10°S averaged intraseasonal 850-hPa zonal wind anomalies correlated against intraseasonal zonal wind anomalies at the west Pacific (130-155°E, 5°S-5°N averaged) reference point.
Figure 4. Scatterplot of standard deviation of precipitation averaged over 0-360°E, 30°S-30°N and eastward/westward ratio of 850-hPa zonal wind. The eastward/westward ratio is defined as ratio of eastward propagating spectral power (summation over wavenumber 1-3, period 30-70 day) to that of westward propagating counterpart. Closed squares show observations (black), Tok0 (blue), and Tok0.1 (red). Open square, open diamond, and cross symbols represent simulations without WISHE, CRI, and FWC, respectively. Combinations of open and cross symbols indicate double or triple mechanism denial experiments.
Figure 5. First two CEOF modes of 20–100-day 15°S–15°N averaged 850-hPa and 200-hPa zonal wind and OLR. The total variance explained by each mode is shown in the upper left of each panel. The mean coherence squared between principal components of two modes within a 30–80-day period is given above the upper panel. The sign and location (upper or lower) of each mode are arbitrarily adjusted to be similar to observations. The mode having the largest percentage variance explained is the first mode.
Figure 6. The power spectrum of the unfiltered PC derived by projecting the CEOFs onto unfiltered data (seasonal cycle removed): first mode (blue) and second mode (green). Dashed lines show the 99% confidence limit for a red noise spectrum.
Figure 7. Phase–longitude diagram of OLR [contour plotted every 5 W m\(^{-2}\), positive (green) and negative (purple)] and surface latent heat flux (W m\(^{-2}\), shaded). Phases are from the MJO life cycle composite with values averaged between 10\(^o\)S and 10\(^o\)N. a) OAflux/AVHRR, b) Tok0.1, and c) Tok0.1,noW.
Figure 8. Same as Figure 7, except for 1000hPa zonal wind and OLR. a) NCEP-NCAR/AVHRR and b) Tok0.1.
Figure 9. MJO life-cycle composite of 20-100 day bandpass filtered, 10°S-10°N averaged specific humidity anomaly (upper panel), and filtered, 10°S-10°N averaged OLR anomaly (lower panel) at different phases in which the convective anomaly is located near the Maritime continent. a) GPCP/NCEP-NCAR, b) Tok0.1, c) Tok0.1,noW, d) Tok0.1,noC, e) Tok0.1,noF, f) Tok0.1,noW/C, g) Tok0.1,noW/F, h) Tok0.1,noC/F, and i) Tok0.1,noW/C/F.
Figure 10. Negative OLR anomaly compositon based on precipitation. Points over the warm pool region (40-180°E, 20°S-20°N) are used in calculations. Solid lines represent observations (black) and Tok0.1 (red). The two black dashed lines show 10% and 20% of precipitation, respectively.
Figure 11. As in Figure 8 but for 925-hPa moisture convergence (kg kg$^{-1}$ s$^{-1}$). a) ERA40/AVHRR, b) Tok0.1, and c) Tok0.1,noF.