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Abstract

Two Madden-Julian Oscillation (MJO) events, observed during October and November 2011 in the equatorial Indian Ocean during the DYNAMO field campaign, are simulated in a small-domain cloud-resolving model using parameterized large-scale dynamics. Three parameterizations of large-scale dynamics --- the conventional weak temperature gradient (WTG) approximation, vertical mode based spectral WTG (SWTG), and damped gravity wave coupling (DGW) --- are employed. A number of changes to the implementation of the large-scale parameterizations, as well as the model itself, are made and lead to improvements in the results.

Simulations using all three methods, with imposed time-dependent radiation and horizontal moisture advection, capture the time variations in precipitation associated with the two MJO events well. The three methods produce significant differences in the large-scale vertical motion profile, however. WTG produces the most top-heavy profiles, while DGW’s is less so, and SWTG produces a profile between the two, and in better agreement with observations.

Numerical experiments without horizontal advection of moisture suggest that that process significantly reduces the precipitation and suppresses the top-heaviness of large-scale vertical motion during the MJO active phases. Experiments in which a temporally constant radiative heating profile is used indicate that radiative feedbacks significantly amplify the MJO.

Experiments in which interactive radiation is used produce agreement with observations that is much better than that achieved in previous work, though not as good as that with imposed time-varying radiative heating. Our results highlight the importance of both horizontal advection of moisture and radiative feedbacks to the dynamics of the MJO.
1. Introduction

The interaction between moist convection and large-scale atmospheric dynamics remains a fundamental scientific problem, one that is important to prediction on a range of time scales, from short-term weather prediction to to multi-decadal climate projection. Numerical models with horizontal grid spacings on the order of a kilometer, capable of resolving cloud systems without error-prone cumulus parameterization, have become an essential tool for studying moist convection, though they remain (for the moment) impractical for most operational prediction. These models are often known as cloud-resolving models or cloud-system resolving models (CRMs).

For basic research oriented at gaining physical insight into the interaction of moist convection with large-scale dynamics, CRMs coupled to a parameterization of large-scale dynamics offer an attractive strategy. Several such parameterizations have been developed [e.g., Sobel and Bretherton, 2000; Mapes 2004; Bergman and Sardeshmukh, 2004; Raymond and Zeng, 2005; Kuang 2008; Romps 2012a; Wang and Sobel, 2011, 2012; Daleu et al., 2012; Herman and Raymond, 2014; Nie and Sobel, 2015b], and the approach has matured to the point that an intercomparison has been carried out [Daleu et al. 2015a].

Much research using these methods has involved idealized simulations. Research designed to investigate time-varying weather and climate phenomena has mostly involved “time-slice” simulations run to equilibrium with boundary conditions or forcings that are steady in each run, but taken from different phases of phenomena such as ENSO [Chiang and Sobel, 2002], tropical depressions [Raymond and Sessions, 2007], multiple equilibrium [Sobel et al., 2007, Sessions et al., 2010, 2015], or the quasi-biennial oscillation [Nie and Sobel 2015a]. Only recently have attempts been made to simulate time-varying observations in single simulations.
with time-dependent forcings. Wang et al. [2013] used the weak temperature gradient (WTG) and damped gravity wave (DGW) methods to simulate a sequence of observed MJO events in the Pacific from the TOGA COARE field campaign, and Edman and Romps [2015] simulated observed time sequences of both tropical and midlatitude convective events using several large-scale parameterizations. Here, we extend this work to the MJO observed in the Indian Ocean during the Cooperative Indian Ocean Experiment on Intraseasonal Variability in Year 2011/Dynamics of the Madden-Julian Oscillation (CINDY/DYNAMO, hereafter DYNAMO) field campaign [Yoneyama et al. 2013]. After modifications to both the WRF model itself and the implementation of the large-scale dynamics parameterizations for this purpose, we are able to achieve better results than we would with the methods of Wang et al. [2013]. We then perform a set of mechanism denial experiments to determine the importance of physical processes, most specifically horizontal advection and cloud-radiative interaction, to the simulated MJO events. We also compare three different parameterizations of large-scale dynamics, including WTG, DGW, and a “spectral WTG” (SWTG) similar to that introduced by Herman and Raymond [2014], but using the vertical modes associated with the observed stable stratification rather than the more idealized sinusoids as a basis.

The rest of the article is structured as follows. Section 2 contains descriptions of the observed case under study; the methods used here to parameterize large scale dynamics and their implementation for the simulation time-dependent observations; and details of the numerical model. Section 3 contains the main results. Discussion and conclusions are presented in Section 4.

2. Case description and methods

2.1. Case description: observed MJO events at the NSA during DYNAMO
During October and early November 2011, two MJO events were observed in the equatorial Indian Ocean, and well sampled by the DYNAMO northern sounding array [NSA; Johnson and Ciesielski 2013; Sobel et al. 2014; Johnson et al. 2015]. The NSA was located immediately north of the equator in the central equatorial Indian Ocean and defined by four sounding sites: Gan Island, Maldives (0.698°N, 73.518°E), Malé, Maldives (4.918°N, 73.538°E), Colombo, Sri Lanka (6.918°N, 79.878°E), and the R/V Revelle (0.008°, 80.508°E). Figure 1a shows these two MJO events in time series of surface rain rate from TRMM and net column radiation from CERES SYN1deg daily radiative fluxes (Clouds and the Earth’s Radiant Energy System, Wielicki et al. [1996]; Loeb et al. [2012]), both averaged over the NSA. Large-scale vertical motion derived from the NSA (Figure 1b) shows strong ascent peaking at 10 – 12 km during the active phases, and weak descent in the suppressed phases. An important feature of these MJO events is pronounced horizontal moisture advection, shown in Figure 1c as derived from the NSA sounding data [Johnson and Ciesielski 2013; Ciesielski et al. 2014]. This figure shows significant drying at the beginning of October reaching 3-4 g/kg/day toward the end of November. These drying episodes are associated with low-level westerly winds (Fig. 1d). The synoptic pattern associated with these westerlies was discussed in detail in Sobel et al. [2014]. The time series of daily sea surface temperature (Fig. 1e) shows relatively low values (28.7 °C) in early October with variations of less than 0.5 °C for the most of the period, but increases by 0.5 °C during the suppressed phase in the first two weeks of November. Wang et al. [2015b] found, in regional numerical simulations with WRF on realistic Indian Ocean geography, that including these SST variations was not important to their simulation of the October MJO event, while it was much more significant for the November MJO event.
2.2 Parameterizations of large-scale dynamics

Parameterizations of large-scale dynamics are used for simulations of atmospheric convection in either a single column model or a limited-area doubly periodic CRM. Tendencies representing domain-averaged advection can be important to the thermodynamics, but are coupled to dynamics outside the computational domain. Parameterizations of large-scale dynamics allow these larger-scale dynamics to be represented in idealized but plausible ways, simplifying analysis and allowing computational resources to be focused on the convection itself.

Our thermodynamic equations can be written, somewhat generically:

\[
\frac{\partial \theta}{\partial t} + \ldots = -W \frac{\partial \theta}{\partial z}
\]

\[
\frac{\partial Q}{\partial t} + \ldots = -W \frac{\partial Q}{\partial z} - Q_{\text{adv}}
\]

where \(\theta\) and \(Q\) are potential temperature and water vapor mixing ratio, respectively; \(W\) is the large-scale vertical motion. The horizontal advective tendency of potential temperature is neglected in the first equation due to its small amplitude in the tropics. The other advective tendencies can, if desired, be externally specified [e.g., Grabowski et al., 1996] using observationally derived values. The vertical advective tendencies in particular can be either directly specified, or computed from observed vertical velocity combined with simulated vertical gradients of the thermodynamic variables. Here we use the latter method, implemented similarly to Wang et al. [2015b], for our “control” simulation, which we also refer to as the “simulation with imposed large-scale dynamics”.

However, specifying the vertical advective tendencies, in particular, arguably misrepresents causality [Mapes 1997, 2004]. In response to this critique, a number of methods
have been developed to parameterize the large-scale vertical motion (and vertical advective
tendencies) via truncations of large-scale atmospheric dynamics [e.g. Sobel and Bretherton 2000;  
Raymond and Zeng, 2005; Kuang, 2008; Romps, 2012 a and b, Wang et al., 2013; Herman and  
Raymond, 2014; Edman and Romps 2015]. In this study, we will present column simulations of  
the MJO rain rates using three such methods: conventional WTG, vertical mode based spectral  
WTG, (SWTG), and damped gravity wave coupling (DGW). In each method, large-scale vertical  
motion is derived as part of the model solution (details below), and used for advecting domain-  
averaged temperature and moisture in the vertical. A brief introduction of the WTG and DGW is  
given below, followed by a more detailed description of our vertical mode-based implementation  
of spectral WTG.

2.2.1 The weak temperature gradient method

In the WTG method, large-scale vertical velocity $W$ in the free troposphere at any instant  
is derived by assuming that large-scale vertical advection acts to restore the virtual potential  
temperature to a target profile:

$$W \frac{\partial \theta_v}{\partial z} = \frac{\theta_v - \theta_v^b}{\tau},$$  \hspace{1cm} (1)

where $\theta_v$ is the virtual potential temperature horizontally averaged over the CRM domain, and  
$\theta_v^b$ is the target virtual potential temperature, a function of time and height, assumed to represent  
the larger-scale environment in which the region being simulated is embedded. Equation (1) is  
applied in the free troposphere. In the boundary layer, we linearly interpolate $W$ between its  
value at the top of boundary layer obtained from equation (1) and its surface value $W^s=0$. Here,  
the nominal boundary layer height is taken as 1.5 km, so we apply equation (1) from 1.5 km to
17 km (~100 hPa), nominal tropopause height. \( \theta_v^B \) is the “target” value to which potential temperature is relaxed at a time scale of \( \tau = 0.5 \) hours. We also place a lower bound on the value of \( \frac{\partial \theta_v}{\partial z} \), replacing the observed value by 1 K/km if it becomes smaller than that bound, as \( \text{Raymond and Zeng [2005]. Although this occurs very rarely in the free troposphere, it is helpful to prevent unrealistically large values of } W. \)

2.2.2 The damped gravity wave method

The damped gravity wave method was developed by Kuang [2008; see also Blossey et al. 2009, Kuang 2011, 2012]. It has also been rationalized from a different perspective by Romps [2012a, b], and modified further by Edman and Romps [2014, 2015]. In this study, the large-scale vertical velocity is diagnosed from virtual temperature anomalies as in Blossey et al. [2009] or Kuang [2011]:

\[
\frac{\partial}{\partial p} \left( \varepsilon \frac{\partial \omega}{\partial p} \right) = \frac{k^2 R_d}{p} (T_v - T_v^B),
\]

(2)

where \( p \) is pressure, \( \omega \) is pressure velocity, \( \varepsilon \) is the inverse time scale for Rayleigh momentum damping, \( k \) is the wavenumber, \( R_d \) is the dry gas constant, \( T_v \) is the domain averaged virtual temperature, and \( T_v^B \) is the target virtual temperature against which linearized wave perturbations are defined. In idealized simulations \( T_v^B \) is taken constant in time, while here it is set to the observed time-varying virtual temperature profile. For the experiments below, we choose \( \varepsilon = 1 \) day\(^{-1} \) and \( k = 2 \times 10^{-6} \) m\(^{-1} \). Equation (2) is solved with boundary conditions \( \omega = 0 \) at the surface and 100 hPa.

2.2.3 Spectral WTG based on the vertical structure equation
Past studies have demonstrated that vertical mode transform is useful for understanding the dynamics of stratified fluids [Gill 1980], and tropical atmosphere in particular [Fulton and Shubert 1985; Wu et al., 2000, Bergman and Sardeshmukh 2004; Mapes 2004; Tulich et al. 2007]. Here we will develop a version of spectral WTG [Herman and Raymond, 2014] based on the vertical mode transform. We start from the two-dimensional anelastic equation in the absence of rotation:

\[
\begin{align*}
    \frac{u}{x} &= -p_x \\
    p_z &= b \\
    u_x + \frac{(\rho_0 w)_z}{\rho_0} &= 0 \\
    b_t + wN^2 &= 0
\end{align*}
\]  

where \( b \) is buoyancy, \( u, v, w \), are horizontal and vertical winds, \( p \) is pressure, and \( N^2(z) \) is the Brunt-Väisälä frequency. Let \( (u, v, p) = (U(x), V(x), P(x)) W(z) \), separation of the variables leads to the vertical structure equation for \( W \):

\[
\frac{\partial^2}{\partial z^2} (\rho_0 W) + \frac{1}{c^2} N^2 (\rho_0 W) = 0
\]  

where \( c \) is the phase speed. Rigid boundary conditions may be used:

\[
W = 0 \text{ at } z = 0, H.
\]

where \( H \) is the tropopause. The rigid lid at the tropopause is used here for simplicity, though a radiative upper boundary condition would be more accurate. The vertical structure equation (4) and boundary condition (5) constitute a Sturm-Liouville problem, which has an infinite number of real eigenvalues and corresponding eigenfunctions. The eigenfunctions form an orthogonal basis with respect to the inner product defined as

\[
\langle W_m, W_n \rangle = \int_0^H W_m \cdot W_n \cdot N^2 dz = \langle W_n, W_n \rangle \delta_{mn},
\]
where $\delta_{mn}$ is the Kronecker delta function. For each mode $W_n$, the eigenvalue $1/c_n^2$ may be interpreted as the inverse of the horizontal phase speed squared of that mode.

This Sturm-Liouville problem (4) and (5) is solved numerically by discretizing the second order differential operator into a tri-diagonal matrix, and then searching for eigenvalues using the Matlab® function `eigs`. A total of 35 levels from the surface to the tropopause are used to solve the generalized matrix eigenvalue problem. Based on the time mean profile of the Brunt-Väisälä frequency (Figure 2a) derived from the NSA observations, the first three modes thus computed are shown in Figure 2b, whose phase speeds $c$ are 55, 26 and 19 m/s (Figure 2c), respectively. The phase speed $c$ decreases approximately as $1/m$, where $m$ is the vertical wave number.

We now describe a spectral WTG method which is similar to that of Herman and Raymond [2014], but based on the vertical modes as derived above. We expand $W = \sum \nu_n W_n$, where $\nu_n$ is the expansion coefficient. Assuming WTG is approximately respected for each individual mode, the temperature anomaly projected onto each mode is removed by that mode such that

$$\nu_n = j_n \tau_n^{-1},$$

where $j_n$ is the projection of potential temperature anomaly onto gravity wave mode $n$,

$$j_n = \left< \frac{\partial}{\partial z} \frac{\partial}{\partial \theta} (n, W_n) \right>/\{W_n, W_n\}.$$  \hspace{1cm} (7)

We let the time scale $\tau_n$ be proportional to the phase speed $c_n$ as $\tau_1^{-1} \left( \frac{c_n}{c_1} \right)^\alpha$ where $\tau_1$ is the time scale of the gravest mode and the exponent $\alpha$ is discussed below. $W$ may then be approximated:

$$W = \sum_{n=1}^{N} \tau_1^{-1} \left( \frac{c_n}{c_1} \right)^\alpha j_n W_n \hspace{1cm} (8)$$
For $\alpha=1$, each mode is weighted by the horizontal phase speed of the gravity mode. For $\alpha>0$, high wavenumber modes are damped as $O\left(\frac{c_\alpha}{c_1}\right)^\alpha$. A few special cases may be noted: (1) for $\alpha=0$, we obtain conventional WTG; (2) for $\alpha=1$ and constant $N^2$, we obtain spectral WTG based on a Fourier series expansion in the vertical [Hermann and Raymond, 2014]; (3) the $\alpha=2$ case is similar to the DGW in that high wavenumber $W$ is scaled as $m^2$. In this study, $\tau_1=1$ hour, $\alpha=1$, and we use the observed profile for $N^2$.

2.2.4 Temperature anomalies

We now discuss the target virtual temperature or potential temperature profiles used in the above equations (1), (2), and (7). In time-independent idealized simulations, $\theta^p$ is often taken from an RCE solution [e.g., Sobel and Bretherton, 2000; Daleu et al., 2012]. In time-dependent problems where the aim is to simulate a specific sequence of observed weather states, however, it is not obvious what is the best option.

The target temperature profile used by Wang et al. [2013] was the sum of the observed temperature anomaly (defined as a departure from the time mean) and time mean profiles obtained from a control simulation with zero large-scale vertical velocity. Figure 3 a and b compares the observed temperature anomalies to those in the control simulation with imposed large-scale dynamics. The figure shows that the observed temperature anomalies are smaller than those in the control simulation. Following Edman and Romps [2015], we use the simulated, rather than observed temperature anomalies (as well as the simulated time-mean temperature profile) to derive our target profiles for the simulations with parameterized large-scale dynamics.
Because of the small but finite relaxation time scale we use in the large-scale parameterizations, the model simulations with parameterized large-scale dynamics produce horizontal mean temperature anomalies very similar to, but slightly smaller temperature anomalies than those in the control simulation (e.g., as shown for the SWTG run in Fig. 3c). We find that using the temperature variations from the control run, rather than from observations, leads to improvement in the simulation of rain rates. Presumably, some combination of model bias and errors in the forcing data lead to differences in the temperature anomalies observed and those simulated with imposed large-scale dynamics; the simulated ones are inherently more consistent with the large-scale vertical motion time series which is ultimately the target of our simulations with parameterized large-scale dynamics [Edman and Romps, 2015].

2.2.5 Horizontal advection of moisture

It has been argued that horizontal moisture advection can be important to some large-scale tropical phenomena, including the MJO [e.g., Sobel et al., 2009; Wang and Sobel 2012, Kim et al., 2014]. Horizontal advection of moisture air reaches negative values of a few tens of W/m² in the vertical integral during the life cycles of the DYNAMO MJO events [e.g., Sobel et al., 2014; Johnson et al., 2015], values large enough to be potentially significant to column-integrated budgets of moisture and moist static energy. Analysis of the reanalysis dataset (Appendix A1) indicates that the circulation associated with vorticity and divergence anomalies outside the model domain has a dominant influence on horizontal moisture advection. This suggests that it is difficult to parameterize the horizontal advection term based only on the local divergent motion (W). Hence, we will impose the observationally derived moisture advection.

In a previous study using WTG for simulations of the MJO in the Pacific during TOGA-COARE, Wang et al. [2013] found that rainfall time series could reasonably reproduced without
including horizontal advection of moisture. Sobel et al. [2014] demonstrated, however, that horizontal moisture advection is an important component of the moist static energy budget during two observed MJO events in the Indian Ocean during DYNAMO. Here we will perform separate numerical experiments with horizontal moisture advection included or excluded to quantify its impact on the variations in surface rain rate and the vertical profile of $W$.

### 2.3 Numerical model and forcing data

The WRF model (V3.5.1) is used here to perform cloud system-resolving simulations with doubly-periodic lateral boundary conditions. The simulations with imposed large-scale dynamics are driven by the large-scale vertical motion and horizontal moisture advection taken from the forcing dataset (version 1) derived from the DYNAMO northern sounding array observations (Johnson and Ciesielski 2013, Ciesielski et al., 2014). As in a number of past works [e.g., Grabowski et al., 1996; Xu and Randall, 2001, Johnson et al., 2002, Tao et al., 2004; Khairoutdinov and Randall, 2003; Blossey et al., 2007; Varble et al., 2011, Fridlind et al., 2012], large-scale vertical velocity is used to advect horizontally averaged variables (potential temperature and moisture) on the dry mass vertical coordinate, and observationally derived horizontal advective tendencies of these variables are imposed. No forcing is used for any liquid or ice hydrometeors. The lower boundary condition is daily sea surface temperature (from OAFlux as part of the NSA dataset). The domain averaged wind profiles are relaxed to the observed values averaged over the NSA with a relaxation time of 1 hour.

We use the Morrison scheme [Morrison et al. 2009] to parameterize microphysical transformations. This scheme predicts the mixing ratios and (for the particulate species) number concentrations of water vapor, rain water, cloud water, cloud ice, snow and graupel. Radiative fluxes are parameterized using the Goddard shortwave scheme [Chou et al. 1999; Matsui et al.,
2007; Shi et al., 2010] and the RRTMG longwave scheme [Iacono et al. 2008], respectively. The implicit damping vertical velocity scheme [Klemp et al., 2008] is used in the top 5 km to suppress unphysical gravity wave reflection off the top boundary. The three-dimensional Smagorinsky first-order closure scheme is applied in physical space to parameterize sub-grid scale eddies. An implicit vertical diffusion scheme similar to [Hong et al, 2006] is used, which ensures numerical conservation of moisture. The microphysical and turbulent mixing parameterization schemes chosen here are different from those used in our previous studies. The schemes used here were found to produce results for cloud-radiation interaction in better agreement with observations by Wang et al. [2015b]. The impacts of the various changes to the model made for this study are discussed in detail in Appendix A2.

The dimensions of the computational domain are 64x64x23 km³, with doubly periodic lateral boundaries. The horizontal grid spacing is 1 km. A total of 60 stretched vertical levels are used with 10 levels in the first 1 km. We use a Coriolis parameter $f = 0$, since the northern sounding array is very close to the equator and the domain is small compared to the equatorial deformation radius. The solar constant at (76 E, 3 N) is uniformly specified over the domain for the calculation of shortwave radiative fluxes. The simulation with imposed large-scale forcing is very similar to those described in detail in Wang et al. [2015b]. The main differences between the simulations in this study and those of Wang et al. [2015b] is that a smaller numerical domain and different subgrid-scale eddy viscosity parameterization are used here, and one continuous run is used here compared to a set of shorter runs strung together in Wang et al. [2015b].

3. Results

3.1 Rain and large scale vertical motion
Under the influence of strong drying by horizontal advection in the first week of DYNAMO, our model simulations with interactive radiation (described in detail in section 3.2 below) settle into a dry state which is either permanent, or from which the simulation takes a long time to recover, and in either case in disagreement with observations. It is possible that this is in part due to the moist static energy bias in the forcing dataset during that period [e.g., Johnson et al. 2015]. If we artificially increase the initial moisture content in these cases, the permanent or near-permanent dry state is not reached and the results are closer to observations. However, rather than imposing such an ad hoc treatment of the initial conditions, we will focus on the results from simulations initialized on Oct 10, for which the problem does not occur. In the simulations with prescribed time-dependent radiation, earlier start dates can also be used without causing the spurious dry solution; however, for consistency we show runs initialized on Oct. 10 in all cases, unless specified otherwise.

Precipitation time series from simulations using the three methods are shown in Figure 4. Each of these simulations used domain averaged radiative heating taken from the forced run [Wang et al. 2015b] and prescribed as a function of time and height. All the methods capture the precipitation episodes associated with the two major MJO active phases and the dry conditions during early November and early December. The surface enthalpy fluxes, shown in Figure 5, all agree with the forced run, but show significant disagreement with the OAFlux product, overestimating the latter considerably during the active phases. This result differs from that in Wang et al. [2013] who found that surface fluxes were better captured in simulations with parameterized than imposed large-scale dynamics.

We have also repeated these runs using the observed temperature anomalies as in Wang et al. [2013]. Results from those experiments (not shown) show the two MJO episodes if
horizontal moisture advection is excluded (as in Wang et al. [2013]), but adding horizontal moisture advection reduces the precipitation significantly compared to observations. Hence we will discuss results from the runs using target temperature from the forced run as shown in Figs. 4 and 5.

The different methods produce significant differences in the large-scale vertical motion field despite good agreement in the rain rates. Large-scale deep ascent during the MJO active phase (Figure 6) can be seen in all the simulations, as can shallow ascent occurring before deep ascent in each MJO active phase, i.e., days 16-20, 50-55. The latter feature is less clear in the NSA dataset; because the shallow ascent is relatively weak (a few hPa/hour), it is possible that it is obscured by noise. The top-heavy stratiform mode [Houze 1997, Mapes 2000] is most conspicuous in WTG (Figure 6c) during the late stages of the MJO (e.g., day 30-35, day 55-60), but is not easy to discern in DGW or SWTG.

The time series of omega from the WTG simulation is noisier than those from the other two methods. The difference is also evident in the time mean omega profiles (Figure 7). The time mean sounding array-derived large-scale vertical motion is top heavy with a peak at ~ 375 hPa. In contrast, WTG produces a peak at ~ 650 hPa, and also shows some oscillations above 300 hPa. SWTG produces a smooth profile with zpeaks at 350 and 650 hPa, while DGW has one peak at 600 hPa. None of these methods produces a vertical structure in perfect agreement with that derived from the sounding array. Results from WTG and DGW are largely consistent with Wang et al. [2013] who showed that that $W$ from WTG was too top-heavy while that from DGW was insufficiently top-heavy. Edman and Romps [2015] suggest that a gravity wave resonance may produce spurious high-frequency oscillations in the prognostic DGW method. We did not find this in our DGW simulations with either prescribed radiation or interactive radiation (details
below), and including the correction proposed by Edman and Romps [2015] has little impact on the DGW results in our case study (not shown).

Figure 8 shows the spectrum of $W^2$ in vertical spectral space defined above, computed as the sum of the projection coefficients of $W$ squared. Consistent with the arguments in section 2.3, the WTG run shows excessive power at higher vertical modes, while in DGW the energy decays too quickly with wave number. Improvement in the spectrum from conventional WTG to SWTG is evident. Among the three, SWTG agrees better with $W$ derived from the NSA observations. These results do not necessarily point to an inherent weakness of DGW, but may be a consequence of the simple constant Rayleigh damping coefficient used in our implementation of it.

3.2 Radiation

During the DYNAMO period, time variations in vertically integrated radiative heating associated with the MJO events reach 80-100 W/m² [Sobel et al. 2014]. We present additional numerical experiments to evaluate our ability to simulate these large anomalies using interactive radiation, and to assess their influence on surface precipitation in the model configurations used here.

Figure 9 shows results from a SWTG integration in which the radiation packages (RRTMG longwave and Goddard shortwave) are used to compute radiative heating interactively, as opposed to the runs in the previous section in which time-dependent radiative heating taken from a run with imposed large-scale vertical motion was used. Since radiative fluxes are strongly influenced by the cloud hydrometeors from the model, this run permits cloud-radiation feedback. The variations in surface rain rate in the two MJO events as well the dry periods are all simulated with interactive radiation. This represents a significant new improvement relative to our previous
work, as Wang et al. [2013] were unable to achieve a simulation of MJO events of this quality, or anything near it, with interactive radiation. We attribute this success to our modifications to the model itself as well as to the implementation of the large-scale dynamics parameterizations relative to those used in Wang et al. [2013].

On the other hand, the large-scale vertical velocity in Fig. 9b shows a second baroclinic mode structure during days ~45 and ~65 in the suppressed phases. Similar behavior was found in idealized simulations with interactive radiation by Anber et al. [2015]. Here, the presence of this structure increases the top-heaviness of the time mean omega profile, making it closer to that derived from observations (Figure 9c). This may be fortuitous. The second mode structure appears stronger here than in the omega profile derived from observations during the same times (Fig. 6a), and reducing the parameter \( \tau_i \) to 30 minutes, for example, would increase rain somewhat during these periods, enlarging the disagreement with observations (not shown).

To explore further the influence of radiative feedbacks, we perform additional experiments in which radiative heating is prescribed, as in Figs. 4-8, but modified compared to the radiative heating fields used in those experiments.

Figure 10a shows precipitation time series from experiments in which the radiative heating profile is prescribed to be constant in time and equal to the time-mean of the values used in Figs. 4-8. This gives a gross measure of the impact of radiative heating anomalies associated with the MJO on the convection. The agreement between simulation and observations is significantly reduced, as the amplitude of the simulated MJO events becomes significantly smaller, and there is some indication of a phase shift as well. In both MJO events, time-independent radiation causes increased precipitation before or at the start of the active phase (e.g., the first 10 days, days 36, 40, and 60) and decreased precipitation in the peaks of the active
phases by 30-50%. Consistent with much previous work [e.g., Lin and Mapes 2004; Bony and Emanuel 2005; Kim et al. 2011; Sobel and Maloney 2012, 2013; Inoue and Back, 2015; Creuger and Stevens, 2015], this evidence suggests that time-dependent radiative heating anomalies associated with MJO convection are a significant source of moist static energy during the MJO active phase.

In an additional set of the SWTG experiments with interactive radiation, we compute the radiative heating using the optical thickness without cloud effects in these radiation schemes. This effectively turns off cloud-radiative feedback (CRF); a similar procedure was used to study the MJO in a global climate model by Creuger and Stevens [2015]. Because cloud-radiative interaction is responsible for a large fraction of the intraseasonal radiative heating anomalies – a considerably greater fraction than that due to changes in either moisture or temperature – we expect this to lead to excessive radiative cooling in the active MJO phases but to have a smaller impact during the suppressed phase when the clouds are sparse and optical thickness is small. Fig. 10b shows that eliminating CRF reduces the rain rate by more than 50% during the first MJO active phase, and by 70% during the second MJO active phase. The effect of cloud-radiative feedback in the latter is overestimated because of accumulation of error over time due to the absence of CRF. This is shown by the results of another experiment, almost the same as the SWTG run with interaction radiation except that CRF is switched off starting on Nov 15 2011 during the suppressed phase of the MJO. In the results from this experiment (the black curve in Figure 9b) the reduction of the precipitation during the second MJO active phase is 30-50%, similar to the effect of CRF for the October MJO active phase. In addition, this experiment also shows that the absence of CRF shuts off convection during early December, indicating the importance of CRF to the MJO suppressed phase.
The change in the time-mean omega profile is insignificant in the experiment with time-independent radiation (Figure 11a). However, the time-mean omega profile changes significantly in the experiments with no CRF, with weak large scale descent replacing ascent in the upper troposphere. The contrast in \( \omega \) is associated with large difference in the time mean column-integrated radiative heating, which is \( \sim -80 \, \text{W/m}^2 \) in the SWTG experiment with CRF, and \( \sim -150 \, \text{W/m}^2 \) without CRF. To maintain WTG (uniform temperature distribution), this excessive radiative cooling without CRF is compensated by large-scale descent induced adiabatic warming. Inspection of projection coefficients of the first 2 vertical modes indicates that switching off CRF substantially reduces the amplitude of the first mode, and changes the sign of the 2\(^{nd} \) mode (from top-heaviness with CRF to bottom-heaviness without CRF). Therefore, this time mean change plays a role in the MJO changes as well; otherwise, it might be surprising that, as shown above, eliminating CRF has effects on the MJO which are as large or larger than eliminating time-dependent radiation altogether.

### 3.3 Effect of horizontal moisture advection

The importance of the imposed horizontal moisture advection is tested by a sensitivity experiment in which we remove this forcing. Figure 12 compares the two SWTG experiments with and without horizontal moisture advection (but without interactive radiation). Without it, rain rates increase dramatically, reaching 60 mm/d during the middle of October, and remain much higher than observed during the October MJO phase, and remaining high longer than in observations so that the active phase is artificially lengthened. An even larger overestimate is found during the November MJO active phase, even extending into first 10 days in early December. The large-scale omega for both events (Fig. 12b) shows deep ascent first,
transforming gradually to excessively top heavy profiles. Consistent with this, the time-mean omega becomes very top-heavy, with peak amplitude three times greater than in the experiment with horizontal moisture advection (Fig. 12c). The analogous experiments using WTG or DGW show similar results (not shown). We conclude that horizontal advection of dry air plays an important role in reducing the strength of convection during and after the active phase. While the large-scale horizontal structure and propagation of the MJO are not explicitly represented in our experiments, the suppression late in the active phase is associated with eastward propagation, so our results provide further evidence that horizontal moisture advection plays a significant role in the MJO’s eastward phase speed, as indicated by previous studies using other methods [e.g., Benedict and Randall, 2007; Maloney 2009; Sobel and Maloney, 2012, 2013; Andersen and Kuang, 2012; Pritchard and Bretherton, 2014; Kim et al., 2014; Chikira 2014].

4. Conclusion

We have performed simulations of time-varying convection associated with the MJO over the Indian Ocean during the DYNAMO field campaign using a limited-domain CRM with parameterized large-scale dynamics. Three different parameterizations of large-scale dynamics were employed, including an implementation of spectral WTG (SWTG) using vertical modes derived from the vertical structure equation using the observed stratification profile. Conventional WTG and the Fourier mode-based SWTG originally presented by Herman and Raymond [2014] may be regarded as two special cases of this vertical mode-based SWTG method. A number of other modifications to both the WRF model and the implementation of the large-scale dynamics parameterizations were used. Time-varying radiative heating and temperature anomalies were taken from a control simulation with imposed large-scale vertical motion, rather than directly from the observations. Horizontal moisture advection, on the other
hand, was taken directly from the observation-based NSA forcing dataset. Additional sensitivity experiments were performed in which radiative heating and horizontal moisture advection were disabled or modified, and one in which radiative heating was computed interactively. The primary findings are as follows:

1. All three methods, with imposed time-dependent radiation and observed horizontal moisture advection, capture the variations in precipitation rate associated with the MJO with high fidelity. The large-scale vertical motion profiles from these methods differ considerably more, however: WTG produces more top-heavy and noisy omega profiles, DGW has a smooth time mean with a peak in the middle levels, and SWTG simulates a smooth profile, somewhere between those produced by WTG and DGW, in better agreement with observation. This is consistent with the relationship between $W$ and temperature anomalies in spectral space: the latter is proportional to $W$ scaled by the vertical wave number $m$ as $O(m^{\alpha})$, where $\alpha$ is 0, 1, 2 for WTG, SWTG and DGW, respectively.

2. Simulations with interactive radiation produce agreement with observations similar to (if not quite as good as) those with imposed time-dependent radiation, as long as they are initiated on or after October 10, 2011. This is in contrast to Wang et al. [2013] who were not able to achieve a good simulation in broadly analogous simulations when interactive radiation was used. We attribute this success to the modifications made here both to the model and the implementation of the large-scale dynamics parameterizations.

3. Simulations with either time-independent radiative heating or with cloud-radiative feedback disabled showed significant reductions in the amplitude of the MJO precipitation anomalies.
4. In simulations without horizontal advection of moisture the rain rates during the MJO active phases and the durations of those active phases are both greatly overestimated. The time-mean omega profile is also much top-heavier than that derived from observations.

Our results highlight the importance of both horizontal advection of moisture and cloud-radiative feedbacks to the MJO. Besides implying that these processes are important to the MJO’s maintenance and propagation, our results also indicate the importance of simulating these processes well in comprehensive numerical models.
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Appendix 1 Horizontal advection by large scale flow

One might attempt to parameterize horizontal moisture advection in similarly in spirit to the parameterization of vertical advection by the various methods used in this study. We investigate the possibility of doing this using the ERA-Interim Reanalysis data [Dee et al. 2011] to diagnose moisture advection by various components of the horizontal velocity.

We decompose the flow as $\mathbf{V} = \mathbf{V}_x + \mathbf{V}_\psi$, where $\chi$ and $\psi$ are scalar and vector potentials defining the irrotational and nondivergent components of the flow, and $\mathbf{V}_x$ and $\mathbf{V}_\psi$ are the corresponding components of the horizontal velocity. They satisfy the following relationships:

$$\Delta \chi = \delta, \quad \mathbf{V}_x = \nabla \chi,$$

and

$$\Delta \psi = \zeta, \quad \mathbf{V}_\psi = -\mathbf{k} \times \nabla \psi \quad (A1)$$

These Laplace equations are numerically solved over the entire sphere using Spherepack V3.2 (Adams and Swarztrauber 1999).

Horizontal moisture advection is then computed using the moisture field combined with various flow components: the total flow, the non-divergent flow $\mathbf{V}_x \nabla q$, and the irrotational flow $\mathbf{V}_\psi \nabla q$. As shown in Figure A1a, moisture advection by the irrotational and vortical components are generally comparable in magnitude. Also, the sum of these two (dots) agree with the total, as they should.

We further assess the horizontal advection of moisture by the components of $\mathbf{V}_x$ and $\mathbf{V}_\psi$ associated directly with the divergence and vorticity in the local domain, here the NSA. This is done by setting $\delta$ and $\zeta$ outside the NSA to zero and solving equations (A1) again for $\mathbf{V}_x$ and
\( \psi \) shows that horizontal advection of moisture by these local wind components contribute negligibly to the total. \( V \psi \) by the local flow was approximated by \textit{Raymond and Zeng} [2005] as a lateral entrainment term. Our diagnosis of moisture advection, therefore, suggests that neglecting this term in our computation is justified by its small magnitude.

Different methods have been used to parameterize horizontal moisture advection, e.g., the entrainment method \textit{[Bergman and Sardeshmukh 2004, Raymond and Zeng 2005, Sessions et al. 2015]} and the relaxation method to represent moisture advection by remote rotational wind \textit{[Sobel et al. 2009]}. We will assess these different treatments of horizontal advection through analysis of the ECMWF-Interim 0.7\(^\circ\) reanalysis dataset \textit{[Dee et al. 2011]}, which agrees reasonably with observationally derived moisture horizontal advection \textit{[Sobel et al. 2014]}. We argue that these methods are insufficient to represent horizontal advection of moisture in our case study of DYNAMO.
Appendix 2 Impact of model configuration

The present study differs from Wang et al. 2013 in that we use (1) different microphysics and turbulent mixing schemes, and (2) different target temperature profiles. The numerical model has been further tested using the DYNAMO sounding array dataset. Compared with our previous studies, the use of the double-moment microphysical scheme Morrison can better capture the net column-integrated radiative heating and also cloud-radiation interaction [Wang et al., 2015b]. The use of the 3D Smagorinsky turbulent mixing scheme reduces the excessive column-integrated water vapor. In this appendix, we demonstrate the impact of these two different aspects on the simulation results.

Figure A2 shows the surface precipitation using the Wang et al. [2013] model. The target temperature $\theta_v^B$ is taken as the sum of observed temperature anomalies and the mean profiles of potential temperature from a zero-W simulation (as the imposed run but without large scale vertical motion). The parameters are the same as the runs in Figure 4. As in Wang et al. [2013], these different methods (SWTG, DGW, WTG) were able to simulate the bulk MJO active phases with correlation ~ 0.5 or less between the simulated and observed precipitation time series. Including horizontal moisture advection greatly degrades the simulation of precipitation (dashed curves). Figure A3 shows results using the old configuration but with the target temperature $\theta_v^B$ taken from the imposed large-scale forcing run, rather than directly from observations. The improvement is apparent compared to Fig. A2 for SWTG and WTG, although DGW simulates too much precipitation. Comparing Figs. 3 and A3 indicates that the Morrison microphysical scheme and Smagorinsky turbulent mixing scheme both have a positive impact on the simulation results with parameterized large-scale dynamics.
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Figure 1. (a) Time series of rain and column-integrated radiative heating from CERES over northern sounding array (NSA), (b) large-scale vertical motion (cm/s) from NSA, (c) horizontal advection of moisture (g/kg/day) from the northern sounding array (NSA), (d) zonal wind from NSA, and (e) daily sea surface temperature (°C).
Figure 2. (a) Time mean Brunt-Väisälä frequency. (b) the first three gravity modes of mass fluxes. (c) Phase speeds of the first 10 gravity modes.
Figure 3. Temperature anomaly from (a) NSA, (b) the imposed run, and (c) the spectral WTG run.
Figure 4. Time series of rain rate from simulations using the a) SWTG, b) WTG, and c) DGW methods.
Figure 5. In blue, total surface turbulent enthalpy flux (sum of the latent and sensible heat fluxes) from (a) SWTG, (b) WTG, (c) DGW experiments. In a) the OAFLUX observational product is shown for reference, and the result from the control simulation with imposed large-scale vertical motion is shown in all three panels (black).
Figure 6. Large-scale pressure vertical velocity (hPa/hour) from (a) the NSA observations, and simulations using (b) SWTG, (c) WTG, and (d) DGW.
Figure 7. Large-scale pressure vertical velocity (hPa/hour) from the NSA observations, and simulations using SWTG, WTG, and DGW averaged the entire simulation period.
Figure 8. Vertical mode spectrum of large-scale vertical velocity $W$ from NSA (observation), SWTG, WTG, and DGW, computed as the sum of projection coefficients of $W$ squared, averaged over the entire simulation period and normalized by their sum.
Figure 9. Results from the SWTG simulation using interactive radiation: a) precipitation, b) large-scale pressure vertical velocity, and b) time-mean large-scale pressure vertical velocity compared to that derived from the sounding observations.
Figure 10. (a). Daily rain rates from the two simulations with (a) imposed time-dependent radiation (blue) and imposed time-independent radiation (red); (b) as (a), but with interactive radiation (blue), radiation scheme without CRF (red, cloud fields are not used in the computation of optical thickness), CRF switches off from Nov 15.
Figure 11. As Fig. 9 but for time averaged pressure velocity.
Figure 12. Impact of horizontal moisture advection. (a) surface rain rates from the SWTG run using observed horizontal advection (blue) and without any horizontal moisture advection (red). (b) large-scale pressure vertical velocity. (c) time-mean large-scale pressure vertical velocity.
Figure A1. Column-integrated horizontal advection over NSA (Eq - 5N, 73 - 80E) derived from ERA-Interim.
Figure A2 Surface rainfall from the runs with old model configuration as in Wang et al. (2013, Lin et al. microphysics, and YSU PBL for turbulent eddy mixing). Target temperature is the sum of observed temperature anomalies and mean temperature profiles from zero-W simulation. Blue solid: without horizontal moisture advection. Dashed: with horizontal moisture advection. The parameters of these methods used for these simulations are the same as Fig. 3.
Figure A3 Surface rainfall from the runs using the old model configuration as in Wang et al. (2013). Target temperature is from a simulation with imposed large scale forcing. Blue: simulations with different methods with horizontal moisture advection. Black: budget derived surface rainfall.