Fast spin up of Ocean biogeochemical models using matrix-free Newton–Krylov
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ABSTRACT

A novel computational approach is introduced for the efficient computation of equilibrium solutions of seasonally forced ocean biogeochemical models. The essential idea is to formulate the problem as a large system of nonlinear algebraic equations to be solved with a class of methods known as matrix-free Newton–Krylov (MFNK). MFNK is a combination of Newton-type methods for superlinearly convergent solution of nonlinear equations, and Krylov subspace methods for solving the Newton correction equations. The basic link between the two methods is the Jacobian-vector product, which may be probed approximately without forming and storing the elements of the true Jacobian. To render this approach practical for global models with O(10⁶) degrees of freedom, a flexible preconditioning strategy is developed. The result is an essentially "black-box" numerical scheme than can be applied to most existing biogeochemical models. The method is illustrated by applying it to find the equilibrium solutions of two realistic biogeochemical problems. Compared with the conventional approach of direct time integration, the preconditioned-MFNK scheme is shown to be roughly two orders of magnitude more efficient. Several potential refinements of the basic algorithm that may yield further performance gains are discussed. The numerical scheme described here addresses a fundamental challenge to using ocean biogeochemical models more effectively.

© 2008 Elsevier Ltd. All rights reserved.

1. Introduction

Ocean biogeochemical models are an important tool in efforts to understand the cycling of chemical and biological tracers such as carbon and nutrients. Given the vital role of the ocean carbon cycle in the climate system, such models are also a key component of coupled climate and earth system models. One of the principal challenges to using ocean biogeochemical models more effectively and systematically is their computational expense, as many biogeochemical tracers require several thousand years to reach equilibrium (Fig. 1; see also Wunsch and Heimbach, 2008). Equilibrium solutions are needed to develop, evaluate, and optimize new biogeochemical parameterizations, or to explore the sensitivity of simulated tracer fields to the underlying physical circulation model. The conventional practice of integrating the model until the transients have died out is, thus, prohibitively expensive to use on a routine basis, especially for the current generation of ocean climate models (typically 1⁰ horizontal resolution).

Here, I present a novel approach to the biogeochemical "spin up" problem that builds on the recent proposal by Merlis and Khatiwala (2008) (MK07, hereafter) to apply Newton’s method to compute periodic solutions of ocean general circulation models (GCMs). The basic idea is to seek solutions that repeat after one period. This transforms the time-dependent spin up problem into a nonlinear algebraic equation implicitly defined via the time-stepping model. To solve this equation, MK07 propose the use of an inexact Newton method, specifically, “matrix-free Newton–Krylov" (MFNK). As noted by MK07, the key advantage of this approach is that it can be applied to any existing time-stepping code, including biogeochemical models. However, MK07 also note that a naive application of this scheme to realistic problems is likely to fail because of the slow convergence of the linear iterative solver used to solve the Newton equation. As with most iterative methods, adequate preconditioning is absolutely essential for good performance, but, as explained below, is especially challenging for the spin up problem. To address this, I have developed a general preconditioning strategy that can be applied in a “black-box" fashion to efficiently finding the periodic equilibrium solutions of many, perhaps most, existing ocean biogeochemical models.

I should mention the work of Li and Primeau (2008), who have independently applied MFNK to the spin up of biogeochemical models. Li and Primeau (2008) also recognize the importance of preconditioning. However, as discussed in more detail below, their preconditioning strategy is quite different from that taken here. In particular, I believe that the scheme introduced here is considerably more general, and can be applied to a wide class of numerical models, including ocean GCMs.
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In the next section, I describe the essential idea of matrix-free Newton–Krylov, followed by a description of the preconditioner. Finally, I illustrate the new scheme by applying it to two typical biogeochemical problems, and present numerical results demonstrating the superior performance of this method compared with direct time integration.

2. Matrix-free Newton–Krylov

To compute the equilibrium solutions of ocean GCMs, the so-called dynamical spin up problem, MK07 proposed to apply a scheme known as matrix-free Newton–Krylov. The general idea is to find an initial condition such that the solution at the end of the period exactly matches the initial condition. I present a brief outline of MFNK, modified appropriately for the present biogeochemical context.

Let \( \mathbf{u}(t) \) represents the state of the biogeochemical model, i.e., a vector of all the prognostic tracer concentrations, at time \( t \). Given \( \mathbf{u}(0) \), the model solves an initial value problem to predict the state of the system at any future time \( t \geq 0 \). In “state-space” notation, this may be written as

\[
\mathbf{u}(t) = \Phi(\mathbf{u}(0), t),
\]

where \( \Phi \) is the state-transition function of the system of differential equations governing the model. For a typical biogeochemical model, the dimension of the state-space, \( N \), is \( O(10^6) \). The steady-state problem can now be formulated as follows. We seek a state \( \mathbf{u} \) that repeats after time \( T \), where \( T \) is the (known) period, i.e., \( \mathbf{u}(T) = \mathbf{u}(0) \).

This may be written as

\[
F(\mathbf{u}) = \Phi(\mathbf{u}, T) - \mathbf{u} = 0.
\]

thus transforming the problem into a nonlinear algebraic system. Note that since the periodically forced system is nonautonomous, fixing the definition of \( t = 0 \) (e.g., January 1) renders the solution unique. In the following, we drop the second (time) argument in \( \Phi(\mathbf{u}, t) \). Unless stated otherwise, \( t = T \) is implied, i.e., \( \Phi(\mathbf{u}) \) is the solution of the model after 1 period starting with an initial condition of \( \mathbf{u} \). As MK07 point out, the above idea is not new. In fact, it is quite well known in the solution of ordinary differential equations (ODEs) (Deufhard, 2004), in particular, those arising from nonlinear analog circuits (e.g., Aprille and Trick, 1972; Skelboe, 1980; Telichevesky et al., 1995). However, the systems being considered in these works have generally been quite small (several hundred degrees of freedom, at most).

To solve the nonlinear system \( F(\mathbf{u}) = 0 \), MK07 proposed to apply a class of methods known as matrix-free Newton–Krylov (MFNK) or Jacobian-free Newton–Krylov (JFNK). The MFNK method is an iterative method consisting of two primary components: an outer loop over the Newton correction and an inner loop building up the Krylov subspace out of which each Newton correction is drawn. The origins of this method can be traced back to publications motivated by the solution of ODEs (Gear and Saad, 1983; Brown and Hindmarsh, 1986) and PDEs (Brown and Saad, 1990; Chan and Jackson, 1984). (See Knoll and Keyes (2004) for a recent review.) The primary motivation in all cases appears to be the ability to perform a Newton iteration without forming the Jacobian.

To understand MFNK, recall, that the basic idea behind Newton’s method is to construct a local linear model of the function \( F \) and then iterate (Kelley, 1995; Dennis and Schnabel, 1996). Algorithmically, given an initial guess, \( \mathbf{u}_0 \), repeat for \( k = 0, 1, \ldots \) until convergence:

1. Solve \( \mathbf{J}(\mathbf{u}_k)\delta\mathbf{u}_k = -F(\mathbf{u}_k) \).
2. \( \mathbf{u}_{k+1} = \mathbf{u}_k + \delta\mathbf{u}_k \).

where \( \mathbf{J} \) is the Jacobian matrix, \( \partial F/\partial \mathbf{u} \). The iteration is terminated when the norm of the nonlinear residual, \( F \), falls below a specified value. A principal attraction of this method is that it is locally \( q \)-quadratically convergent, that is, the error in the solution is roughly squared with each iteration (Kelley, 1995). Newton’s method can also be “globalized” by combining it with various line-search and trust region techniques, as is done in most modern implementations.

While conceptually simple, Newton’s method can become prohibitively expensive for large problems. This is because much of the computational effort is in solving the linear system Eq. (3). In the periodic spin up problem, the Jacobian matrix is both large (\( N \times N \)) and dense (since the influence of the initial condition is spread throughout the domain in 1 period). Thus, explicit storage and factorization of \( \mathbf{J} \), as would be required for a direct solution
The differencing parameter $\sigma$ is typically chosen dynamically (Brown, 1987; Brown and Saad, 1990). Since Eq. (6) only requires function evaluations, explicit computation and storage of the Jacobian matrix can be avoided. Note that, in the present context, each “function evaluation” (Eq. (2)) requires a forward integration of the biogeochemical model with a given initial condition for time $T$. The overall nonlinear solver is termed matrix-free Newton–Krylov or Jacobian-free Newton–Krylov. (Methods in which the coefficient matrix is not formed or stored explicitly, are known as “matrix-free”.)

3. Preconditioning of the Krylov solver

While, in principle, use of MFNK requires nothing more than the ability to compute the residual $\mathbf{F}$, a naive application of this method is likely to fail. The reason for this is the slow rate of convergence of the Krylov method used to solve the linear Newton equation. The convergence of iterative schemes depends critically on adequate preconditioning of the iteration matrix (e.g., Saad, 2003). Preconditioning leads to efficient clustering of the eigenvalues of the iteration matrix, so as to reduce the number of iterations of the Krylov solver. Preconditioning the iteration matrix $\mathbf{J}$ means multiplying $\mathbf{J}$ from the right, left, or both sides by a preconditioner $\mathbf{M}$. The basic idea is that systems with the coefficient matrix $\mathbf{MJ}$ or $\mathbf{JM}$ may be easier to solve than those with $\mathbf{J}$. For the spin up problem, each iteration requires a function evaluation, i.e., integrating the model for one period, something we wish to minimize. Thus, for MFNK to be practical, an appropriate preconditioner for the linear Krylov solver is absolutely essential.

Traditionally, Newton–Krylov has been applied to solving nonlinear equations arising from the discretization of PDEs. In such problems, the Jacobian is generally very sparse, and so called “physics-based” preconditioners can be brought to bear on the problem (e.g., Mousseau et al., 2000; Reisner et al., 2003; Knoll and Keyes, 2004; Bernsen et al., 2008). This approach exploits the nature of the PDE operator to explicitly compute an approximation to the Jacobian that can be stored and factored for easy application. However, the periodically forced spin up problem leads to a dense Jacobian that simply cannot be computed or stored explicitly, making this approach unfeasible for the problem we wish to address. Furthermore, it is desirable to have an approach that can be applied to any biogeochemical problem, and not one tied to a specific model. Here, I describe a flexible preconditioning strategy that addresses this problem.

Before describing the preconditioner, it is useful to examine the eigenvalue spectrum of the Jacobian in the spin up problem. As an illustrative example, I have computed the spectrum for a simple carbon system model based on the OCMIP-2 protocol (Orr et al., 1999) (described more fully later). The ocean model is a 2.8° global configuration of the MIT model with 15 vertical levels, and forced with monthly mean climatological fluxes of momentum, heat, and freshwater. In addition, surface temperature and salinity are weakly restored to the Levitus climatology (Levitus et al., 1998). To compute the full dense Jacobian for this problem would require as many function evaluations (years of integration) as the number of grid points, which at this resolution is roughly 53,000. The resulting Jacobian would occupy $\approx 22$ GB of memory. Since this is clearly not feasible, I used the “transport matrix method” of Khatiwala et al. (2005) to perform simulations at a much lower horizontal resolution ($16'$) (see Section 3.2). This method allows one to generate a coarse grained circulation field at any desired resolution. Using finite-differences, I have computed the Jacobian of $\mathbf{F}$ for this coarser problem which has a much more tractable dimension of $\approx 2000$.

Fig. 2 shows the spectrum of this Jacobian. As is evident, there is a large cluster of eigenvalues near zero. These are responsible for the slow convergence of the Krylov method. The goal of preconditioning is to move the eigenvalues toward the unit circle, thus accelerating convergence.

---

**Fig. 2.** Left: Eigenvalue spectrum of the Jacobian matrix of the residual function for the coarse-resolution OCMIP-2 abiotic carbon model. Right: Spectrum of the Jacobian preconditioned using the implicit preconditioner discussed in the text.
I should also mention the related work by Li and Primeau (2008) (LP08, hereafter) on applying MFNK to biogeochemical models. There are a number of differences between the present paper and their study, the principal one being the preconditioner. As described below, the approach taken here is quite general. It makes no assumptions about the underlying model, which could be a biogeochemical model, a GCM, or any other dynamical system. It is also essentially a black-box scheme that can be applied to existing codes. In contrast, LP08 develop a “physics-based” preconditioner that is constructed “by hand”, and is directly based on, and tied to, a particular biogeochemical model. A second difference is that the model they apply their scheme to is a relatively simple one (equivalent–diffusive transport of the tracer by the ocean circulation, as well as biogeochemical sources and sinks). Consider time-stepping strategy taken here. Specifically, consider writing the model as:

\[
\frac{du}{dt} = f(u, t). \tag{7}
\]

This equation can be envisaged as arising from a “method-of-lines” discretization of the underlying PDEs in which the spatial operator is first discretized, resulting in a system of ODEs. This approach is common to many ocean models. The function \( f \) represents advective–diffusive transport of the tracer by the ocean circulation, as well as biogeochemical sources and sinks. Consider time-stepping this equation implicitly with Euler backward differencing, with a time step \( \Delta t = T \). Updating from \( t = 0 \) to \( t = T \) we have,

\[
u(T) - u(0) = \Delta t f(u(T)). \tag{8}
\]

But note that, by definition, the LHS of this equation is simply an approximation of \( \Phi(u(0)) \) (Eq. (2)). Differentiating w.r.t. \( u(0) \) we have,

\[
F'(u(0)) \approx J = \Delta t f'(u(T)) \frac{\partial u(T)}{\partial u(0)}. \tag{9}
\]

\( \text{(A prime denotes the derivative of a function w.r.t. the argument.) From Eq. (8) we also have:} \)

\[
\frac{\partial u(T)}{\partial u(0)} = (I - \Delta t f'(u(T)))^{-1}. \tag{10}
\]

Substituting the above equation into Eq. (9), approximating \( u(T) \) by \( \Phi(u, T) \), and taking the inverse we finally have:

\[
F(u)^{-1} \approx J^{-1} = PQ^{-1},
\]

where,

\[
P = [I - \Delta t f'(\Phi(u, T))] \quad \text{and} \quad Q = \Delta t f'(\Phi(u, T)).
\]

Eq. (10) is an expression for the approximate inverse of the Jacobian of \( F \). To apply it as a preconditioner, i.e., to compute \( w = J^{-1}v \) for a given \( v \), requires the following steps:

1. Solve \( Qz = v \) (equivalent to \( z = Q^{-1}v \))
2. Compute \( w = Pz \)

I emphasize the following aspects of the above procedure:

- To assemble \( P \) and \( Q \), the full, sparse matrix \( f \) is needed. This can be done very efficiently by using the sparsity pattern of \( f \) (known from the stencil of the spatial discretization of the model) to partition \( f \) into “structurally orthogonal” columns as identified using graph coloring methods (Curtis et al., 1974; Coleman and Moré, 1983; Gebremedhin et al., 2005). These columns may then be computed simultaneously, rather than one at a time, either via finite-differences or differentiation of the model code using automatic differentiation software (AD) (Bischof et al., 1997; Griewank and Kaminski, 1998). Thus, if \( f \) has \( n \) groups of structurally orthogonal columns, where \( n \ll N \), then, using finite-differences, \( f \) can be computed with \( n + 1 \) evaluations of \( f \). As a practical matter, \( n \) is independent of horizontal resolution (e.g., Khatiwala et al., 2005), but proportional to the number of vertical levels and the number of tracers (see below).

- Since \( Q \) is sparse and explicitly available, linear systems involving this matrix can be solved very efficiently. Specifically, we can either use a sparse direct solver such as SuperLU (Demmel et al., 1999; Li and Demmel, 2003) or MUMPS (Amestoy et al., 2000), or a Krylov solver such as GMRES preconditioned by an incomplete LU factorization of \( Q \). Both approaches scale well to large problems, and much of the overhead of setting up the solvers can be amortized. Efficiency can be further improved by reordering the state vector \( u \) so as to aggregate the different variables together. This has the effect of reducing the bandwidth of \( Q \) and minimizing the fill-in of its sparse factors.

- The matrix \( f \) (and \( P \) and \( Q \)) only needs to be computed once per Newton iteration. Numerical experiments suggest that the number of Newton iterations in a typical spin up calculation to be \( \approx 10–20 \).

- The spatial discretization used in Eq. (7) to compute the preconditioner need not be the same as that used in the “true” model whose equilibrium solutions we are computing. For example, the ocean model used to transport tracers might use a 3d order flux-limited advection scheme for tracers, while the preconditioner we might use a 2d order centered scheme, which has a narrower stencil. Other simplifications are possible, but will likely slightly degrade the performance of the preconditioner.

- For models lacking an explicit method-of-lines discretization, \( f \) can be computed using finite-differences (essentially taking an infinitesimal time step of the model).

- Since the method works by “probing” the function \( f \), it is relatively straightforward to apply this scheme to an existing model code.

- The implicit preconditioner can be used for both periodic and time-independent spin up problems.

To summarize, the cost of computing the implicit preconditioner is no more, and generally much smaller, than the cost of performing function evaluations (integrating the model for 1 year).
The cost of applying the preconditioner is negligible, especially if using a sparse direct solver. To illustrate the impact of this preconditioner on the spectrum of the Jacobian, the right panel in Fig. 2 shows the spectrum of the preconditioned Jacobian of the coarse resolution biogeochemical model described above. As is evident, the preconditioner significantly improves the spectrum of the iteration matrix by moving the small eigenvalues toward the unit circle.

3.2. Efficient computation of $f'$

While the matrix $f'$ can be constructed by directly probing the coupled circulation-biogeochemistry model, its computation can be considerably simplified by exploiting the transport matrix method (TMM). The TMM is a scheme for efficient “offline” simulation of passive tracers in ocean models. The essential idea of the TMM is that the discrete tracer transport operator of an ocean general circulation model can be written as a sparse matrix, which may be accurately and efficiently constructed by “probing” the GCM with a passive tracer. In the transport matrix formulation, $f'$ can be expressed as

$$ f'(u, t) = \text{diag}(A(t))u + q(u, t). \quad (12) $$

Here, $A$ is the transport matrix (“TM”) which results from discretization of the advection–diffusion operator and includes the effects of advection, diffusion, and various (parameterized) sub-grid scale processes. (diag($A$) is a block diagonal matrix with $A$ on the diagonal. The number of blocks is equal to the number of tracers.) $q$ represents biogeochemical sources and sinks. In the following, we simplify the above equation by replacing $A(t)$ with an annual mean TM. Using the fact that $A$ is extremely sparse, Khatiwala et al. (2005) have developed an empirical procedure that allows us to efficiently construct $A$ by “probing” the GCM with a passive tracer. The algorithm can be applied to most ocean GCMs, requiring little or no modification to the underlying GCM code. It has been implemented in the MIT GCM and MOM4.

Using Eq. (12), $f'$ can be written as:

$$ f'(u) = \text{diag}(A) + q'(u). \quad (13) $$

where $q' = \partial q/\partial u$. In this equation, the term involving $A$ is sparse because of the inherent locality of the advection–diffusion operator. The term involving the Jacobian of the biogeochemical source/sink term is also sparse. The reason for this is that in most biogeochemical models, the source/sink term at a grid point depends only on tracer concentrations in the same vertical column. Consequently, $q'$ has a known sparse block structure, with different blocks corresponding to different tracers. Furthermore, each block itself has a sparse block structure, with the sub-blocks corresponding to different vertical profiles. This sparsity pattern is schematically illustrated in Fig. 3. Using graph coloring methods, $q'$ can be computed in at most (number of vertical grid points) × (number of tracers) evaluations of $q$. Thus, with the TMM, $f'$, and the matrices $P$ and $Q$ required for preconditioning, can be computed at negligible expense.

Thus, once we have computed the TM of an ocean model (online or offline), it can be used (as a preconditioner) for the spin-up of any biogeochemical model coupled to that particular ocean model. If the TM is not already available, then it is advantageous to first compute it using the procedure developed by Khatiwala et al. (2005). The cost is roughly $(m \times \text{number of vertical grid points}) \times \text{(number of tracers)}$ evaluations of $f'$, with a single passive tracer and $q = 0$ (no source/sink term). The proportionality constant $m$ depends only on the geometry (coastline) and the stencil of the spatial discretization of the advection–diffusion operator (which need not be the same as that of the “true” model). Crucially, it is independent of the horizontal resolution. For a global domain and 2d order centered advection scheme, $m \approx 15$.

3.3. Singularity of the Jacobian matrix

Newton’s method breaks down if the Jacobian is singular. As mentioned above, this situation, which is due to tracer conservation, is in fact quite common in biogeochemical problems. To alleviate this problem, Li and Primeau (2008) suggest adding a very weak relaxation term to the biogeochemical source/sink term. This approach removes the singularity without appreciably changing the final equilibrium solution.

4. Numerical results

To illustrate the preconditioned-MFBNK (PMFBNK) method, I have applied it to two representative biogeochemical problems. In both cases, I computed periodic equilibrium solutions starting with a uniform initial condition using PMFBNK and, for comparison, direct time integration (DI) of the biogeochemical model. To compare the computational efficiency of the two methods, I recorded the number of function evaluations, for PMFBNK, and years of integration, for DI, to reach a given residual. The residual is defined as the vector 2-norm of $F$ and is a measure of model drift. Recall that each “function evaluation” in MFBNK requires integrating the model for one period. Here, I have used two different configurations of the offline version of the MIT GCM to perform the simulations. The first is the 2.8° model described above. The second is a 1° resolution, global configuration with 23 vertical levels. The GCM is forced by a monthly climatology of heat, freshwater, and momentum fluxes derived from the ECCO-GODAE data assimilation project (Wunsch...
and Heimbach, 2007). A time step of 1/2 day was used to perform tracer simulations. Transport matrices were already available for both configurations, and were used in constructing the preconditioner (Section 3.2).

A number of freely available implementations of inexact Newton methods exist. To obtain the results shown here, I used the KINSOL component of SUNDIALS (“SUite of Nonlinear and Differential/Algebraic equation Solvers”), a freely available, numerical software library from Lawrence Livermore National Laboratory (Hindmarsh et al., 2005). The advantage of using KINSOL, as opposed to some other implementations, is that it incorporates preconditioning and scaling of the variables in a self consistent manner. Scaling is of particular importance in solving systems of nonlinear equations, especially when the independent variables have widely disparate scales (Dennis and Schnabel, 1996), as is often the case in biogeochemical models with multiple tracers. Scaling is also important when evaluating the Jacobian-vector product using finite-differences (Eq. (6)). One remedy is to rescale the independent variables, typically by multiplying $\textbf{u}$ by a diagonal scaling matrix. The basic idea is to ensure that each component of $\textbf{u}$ has roughly the same magnitude. While the nonlinear residual $\textbf{F}$ can be similarly scaled, a practical difficulty is that this requires a scaling of the Newton equations. However, since we are using a matrix-free Krylov algorithm, the Jacobian matrix is not available, and hence an explicit scaling of it cannot be performed. KINSOL implements a scaled, right-preconditioned GMRES algorithm based on Brown and Hindmarsh (1986) that effectively performs a scaling of the Newton equations without ever scaling the Jacobian. KINSOL also incorporates a robust line-search globalization method.

To apply KINSOL to a biogeochemical problem, we specify routines to (1) compute the residual function $\textbf{F}$, (2) setup the preconditioner, and (3) apply the preconditioner to a given vector. The setup routine is called at the start of each nonlinear iteration, and allows us to recompute the preconditioner. In addition, scale factors for both the independent and dependent variables can be optionally specified. As a practical matter, KINSOL can be conveniently accessed through a MATLAB interface distributed with the SUNDIALS package.

In applying KINSOL to the examples shown below, $\textbf{u}$ was scaled by the initial iterate (uniform tracer distribution). The residual vector was not scaled. Additionally, to apply the preconditioner, I use a parallel sparse direct solver (MUMPS). The primary overhead incurred here is that of factoring $\textbf{Q}$ at the start of each Newton iteration. Subsequent linear solves have negligible cost. Also, since the sparsity of $\textbf{Q}$ does not change over the course of the calculation, the expensive permutation and symbolic factorization steps under-

As a first example, we consider a simple model of ocean carbon based on the OCMIP-2 protocols (Abiotic model) (Orr et al., 1999). This model simulates a single tracer, total dissolved inorganic carbon (DIC), and has a parameterization for air-sea exchange of CO$_2$ at the surface (the so-called solubility pump). No biological effects are included. However, the model is nonlinear because of the nonlinear equilibrium carbonate chemistry equations that are solved at each time step. The dimension of this problem is $N = 52749$.

As seen in Fig. 4, a direct forward integration of this model, starting with uniform DIC concentration, takes several thousand years to reach equilibrium. Specifically, to reach a residual norm of $5 \times 10^{-5}$ (the norm of the difference in solutions one year apart), takes roughly 5800 years of integration. In contrast, to reach the same residual norm, PMFNK takes 42 function evaluations, equivalent to integrating the model for 42 years. Thus, PMFNK is about...
138 times faster than direct time integration. I should note that the
final equilibrium solution obtained by PMFNK is essentially identi-
cal from the DI solution (Fig. 5).
It should also be noted that PMFNK can achieve a much lower
drift than DI. In this experiment, for example, even after 11,000
years of integration, the time stepping model was not able to
achieve a residual norm lower than 7 \times 10^{-7}. (This is likely due
to numerical round-off that accumulates over time.) With PMFNK,
a norm of $10^{-12}$ was readily reached.

4.2. Coupled biogeochemical model

As a second, more complex, example, we consider a coupled
biogeochemical model of carbon, phosphorus, and iron, based on
that of Dutkiewicz et al. (2005). The model includes 6 prognostic
tracers: inorganic and organic forms of phosphorus, carbon, oxy-
gen, alkalinity, and iron. As documented in Dutkiewicz et al. (2005)
and Dutkiewicz et al. (2006), the model includes a simpli-
fied parameterization for net community production, $B$, which is
regulated by the availability of light (photosynthetically active
radiation), phosphate, and iron. Scavenging and complexation of
iron is represented according to Parekh et al. (2005). In addition,
iron is supplied to the ocean via an aeolian dust source prescribed
according to Mahowald et al. (2003). The dimension of the state
space is $N \approx 4.1 \times 10^5$. This model conserves a number of quan-
ties, giving rise to a null space. Following Li and Primeau (2008),
I account for this by adding a weak restoring term, with a time
scale of $10^4$ years, to the tracer equations.

Fig. 6 compares the residual norm as a function of integration
time (equivalent integration years for PMFNK). To reach a residual
norm of $3 \times 10^{-5}$, the norm at the end of 6000 years of direct inte-
gration, requires the equivalent of 80 years of integration using
MFNK, a speed-up factor of ~75. Again, the PMFNK equilibrium
solution is essentially identical to that obtained with DI (not
shown).

5. Alternative preconditioning strategies

The implicit preconditioner presented here was shown to be
quite effective on two representative biogeochemical problems,
even at a relatively high horizontal resolution. It is, however, not
the only approach one can take to preconditioning. Here, I briefly
describe a number of other potential schemes to accelerate conver-
gence that I am currently exploring.

5.1. Polynomial preconditioning

The implicit preconditioner does not resolve the seasonal cycle.
To derive one that is more accurate we turn to Eq. (1), which may
be viewed as a fixed point iteration. If the map $\Phi$ is stable and con-
vergent, the eigenvalues, $\lambda$, of $\Phi' \equiv \partial u(T)/\partial u(0)$ must lie on or
within the unit circle. (The eigenvalues of $\Phi'$ and $J$ are shifted
relatively to each other by 1.) If the $\lambda$'s are strictly within the unit cir-
cle, then $J = \Phi' - I$ is invertible, and the inverse may be
approximated by the truncated Neumann expansion:

$$ J^{-1} = (\Phi' - I)^{-1} \approx - \sum_{k=0}^{K} (\Phi')^k. \quad (14) $$

(Alternative convergent expansions, using a matrix-valued $z$-trans-
form, are readily found for cases when some eigenvalues lie outside
the unit circle (Tytlavsky and Sohie, 1986).) This assumes that $J$ is
nonsingular, i.e., $\lambda = 1$ is not an eigenvalue, and therefore Eq. (14)
converges to the inverse as $K \to \infty$. The essential idea is to apply
Eq. (14) as a preconditioner, an approach known as “polynomial
preconditioning” (e.g., Saad, 2003).

To apply $J^{-1}$ to a vector via Eq. (14) requires multiple $\Phi'$-vector
products. To efficiently evaluate this matrix–vector product, we once
again use Euler backward differencing on Eq. (7), but this time
break the time interval $[0, T]$ into $M$ segments. Updating from time
step $m$ to $m + 1$ we have,

$$ u_{m+1} - u_m = \Delta t \Phi'(u_{m+1}). $$

The time step $\Delta t \approx T/M$ need not be the same as that used by the
“true” model. Indeed, for preconditioning, we can use a $\Delta t$ much
larger than the model time step. Differentiating the above equation
w.r.t. $u_m$ and using the chain rule we obtain,

$$ \partial u_{m+1} / \partial u_m = [I - \Delta t \Phi'(u_{m+1})]^{-1}. $$

Defining $P_m \equiv I - \Delta t \Phi'(u_m)$ and making repeated use of the chain rule
finally gives

$$ \Phi' = P_m^{-1} \cdots P_1^{-1}. \quad (15) $$

In summary, to compute $w = J^{-1}v$, we need to solve $M \times K$ linear
systems, with the coefficient matrices $P_m$. As discussed earlier,
the $P_m$ are sparse and relatively inexpensive to compute.

For a given $M$, how rapidly Eq. (14) converges to the inverse of $J$
depends on the spectrum of $\Phi'$. To gain insight into this, I have
compared the performance of the polynomial preconditioner with
$M = 1$ and increasing $K$, with the implicit one, for the OCMIP-2 abi-
topic problem (Fig. 7). As expected, the accuracy of the Neumann
expansion, and hence the speed-up over DI, increases with $K$. In
particular, with $K = 30$, the speed up factor is 92, with $K = 100$ it
is 112, and with $K = 150$, it is 120. Not surprisingly, the implicit
preconditioner, which corresponds to $K = \infty$, is the most efficient.
These preliminary results are reassuring, but it remains to be seen
whether the potentially increased accuracy of this scheme out-
weighs the extra overhead of solving the linear systems, particu-
larly as $M$ is increased. Future work will examine this issue.

5.2. Quasi-Newton preconditioner

Another possibility is to apply a quasi-Newton method to im-
prove the implicit preconditioner. Quasi-Newton schemes, such as
Broyden’s method, have conventionally been used as a linear
solver as part of an inexact Newton strategy (e.g., Dennis and
Schnabel, 1996). However, the approach envisaged here is quite
different. The idea is to start with an initial preconditioner $J^{-1}$, for example Eq. (10), and improve on it at each nonlinear iteration via a quasi-Newton, low-rank update based on the history of the nonlinear iterations. The overhead of this scheme is quite small: storage of 2 vectors and one extra application of $J^{-1}$ per Newton iteration.

5.3. Recursive projection method

A third direction being investigated is the application of the recursive projection method (RPM) of Shroff and Keller (1993) to the spin-up problem. RPM is a scheme to accelerate the convergence of (possibly unstable) fixed-point iterations such as $u^{k+1} = \Phi(u^k)$, by adaptively constructing a low-dimensional invariant subspace corresponding to the large eigenvalues of $\Phi$. In this subspace, a Newton iteration is performed, while the fixed-point iteration is used on its complement. RPM is particularly effective when slow convergence is due to a few slowly decaying modes. It is an entirely ‘black-box’ procedure, requiring only the function $\Phi$. However, initial experiments with using RPM on the biogeochemical problems discussed here, show only slight performance gains (roughly a factor of 4) over direct integration. Future work will therefore involve combining RPM with a preconditioner (e.g., Davidson, 1997).

6. Discussion and conclusions

In this paper, I have introduced a new approach to the spin up of periodically forced ocean biogeochemical models. This approach, based on the matrix-free Newton–Krylov method, was shown to be significantly more efficient at computing periodic equilibrium solutions than the conventional brute force scheme of direct time integration. Application of MFNK to two realistic biogeochemical problems shows a speed up of roughly 2 orders of magnitude over direct integration. Much of the efficiency of this scheme is due to a novel preconditioner, which can be applied in an almost ‘black-box’ manner to accelerate the spin up of a wide class of numerical codes, including ocean biogeochemical and general circulation models.

The focus of this paper has been on seasonally forced models. However, the basic approach can be applied to models with any forcing period, although it is not clear if the computational gains will extend to, say, ecosystem models with fast time scales or to models with diurnal forcing. A different approach may be required to spinning up such systems. For instance, in such models the surface biology often equilibrates rapidly, while the deep ocean nutrient field responds on much longer time scales. A possible solution is an iterative scheme that alternates between (1) running the ecosystem component for a few years with a given nutrient field until it equilibrates, and (2) applying MFNK to the nutrients with a prescribed ecology from archived model output.
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