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ABSTRACT

The fraction of anthropogenic CO\textsubscript{2} emissions remaining in the atmosphere, known as the airborne fraction (\(A_F\)), has remained roughly constant over the last 50 years, averaging about 50-60\%. Since \(A_F\) is widely considered a fundamental property of the carbon cycle, its historical constancy has been taken as evidence that anthropogenic emissions have not as yet triggered a “climate-carbon-cycle feedback”. Projections of future atmospheric CO\textsubscript{2} levels and hence climate are often justified on this basis. On the other hand, recent measurements show a slight increase in \(A_F\), leading some authors to suggest that climate change feedbacks are now becoming significant. However, increases in \(A_F\) are also predicted by complex carbon cycle models, even in the absence of such feedbacks. Thus, it remains unclear how one should interpret the observed historical constancy of \(A_F\), or its recent trends. Given the importance attributed to \(A_F\), particularly in formulating climate policy, it is therefore imperative to understand the reason for its long-term constancy, and why it has stabilized around a particular value. A related question is whether a future increase in \(A_F\) necessarily imply the operation of climate-carbon feedbacks. In order to address these questions, we have developed and applied a simple box model of the anthropogenically-perturbed global carbon cycle. We show that our model output is in good agreement with both historical observations and the predictions of far more sophisticated carbon cycle models. We then carry out a series of idealized experiments and find that, rather than being a fundamental property of the carbon cycle, \(A_F\) depends sensitively on both the shape of the emission history and its growth rate. Specifically, our results suggest that both the quasi-constancy of \(A_F\) over the past half-century, and its particular numerical value of \(\approx 50\%\), are essentially a consequence of exponentially growing emissions with a nearly-constant growth rate of \(\approx 40 \text{m} \text{yr}^{-1}\). Furthermore, our results suggest that although we cannot rule out climate-carbon feedbacks, fluctuations in the emission growth rate and/or changes in the absorbing capacities of the ocean and land biosphere, offer plausible, and perhaps simpler, explanations for the recent observed trends in \(A_F\).
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1 Introduction

Atmospheric CO\textsubscript{2} mixing ratios depend on the capacity of the ocean and terrestrial biosphere to absorb anthropogenic emissions of CO\textsubscript{2} (Fung \textit{et al.}, 2005). It is estimated that about 40 to 60\% of these emissions remain in the atmosphere (Hansen and Sato, 2004; Jones and Cox, 2005), implying that the ocean and the land biosphere absorb approximately half the human-emitted CO\textsubscript{2}. The relationship between the atmospheric increase in CO\textsubscript{2} and emissions has generally been characterized using a parameter known as the “airborne fraction”, \(A_F\), defined as the ratio of the annual increase of atmospheric CO\textsubscript{2} to total emissions from anthropogenic sources (Forster \textit{et al.}, 2007). Observations show that \(A_F\) has remained roughly constant over the last 50 years (Keeling \textit{et al.}, 1995). One common interpretation of this historical constancy is that \(A_F\), and its particular observed value, is in some way a fundamental property of the carbon cycle (e.g., Broecker, 1975; Broecker \textit{et al.}, 1979; Hansen \textit{et al.}, 1981; Siegenthaler and Joos, 1992; Hansen and Sato, 2004). (This interpretation relies on the argument that anthropogenic emissions have not as yet triggered a “climate-carbon-cycle feedback” (Jones and Cox, 2005; Friedlingstein \textit{et al.}, 2006.) Projections of future atmospheric CO\textsubscript{2} levels and hence climate are often predicated on this interpretation (Firor, 1988). For example, Hansen and Sato (2004) use it to predict that the long-term CO\textsubscript{2} growth rate will be 1.9 ppm/year. Recent work by Canadell \textit{et al.} (2007), however, suggests a slight increase in the airborne fraction. According to these authors, this implies that the carbon cycle is generating “stronger-than-expected” and “sooner-than-expected” climate forcing. Increases in \(A_F\) due to climate change feedbacks are also predicted by simulations performed with coupled climate-carbon models, largely due to the negative impact of climate change on land carbon storage (Friedlingstein \textit{et al.}, 2006; Solomon \textit{et al.}, 2007). However, the same suite of models, with the feedbacks switched off also show an upward trend in \(A_F\). Thus, it remains unclear how one should interpret the observed historical constancy of, or recent trends in, \(A_F\).

In order to gain insight into this problem, and in particular...
elucidate the factors controlling the airborne fraction, we have de-
vloped and applied a simple model of the global carbon cycle. The
model comprises of three boxes representing the atmosphere,
land-biosphere and ocean. While box models are highly simpli-
dcated descriptions of the carbon cycle, they offer a very convenient tool
for understanding the complex partitioning of carbon among key
reservoirs, especially on a global scale. A wide variety of box mod-
els of varying degrees of complexity have therefore been developed
to study various aspects of the anthropogenically-perturbed car-
bon cycle (e.g., Oeschger et al., 1975; Siegenthaler and Oeschger,
1978; Sarmiento and Toggweiler, 1984; Toggweiler et al., 2003a,b).
Indeed, the “Bern model”, a three-box carbon cycle model (Siegen-
thaler and Joos, 1992; Joos et al., 1996; Plattner et al., 2008), is
used by the IPCC (Houghton et al., 2001; Solomon et al., 2007)
to generate predictions of atmospheric CO$_2$ in response to vari-
ous emission scenarios. (These predictions are then used to force
the climate models participating in the IPCC study.) In our model,
ocean uptake of anthropogenic CO$_2$ is represented via a transit-
time distribution or Green’s function (Hall et al., 2004). The land-
biosphere component, which includes parameterizations for gross
photosynthesis and plant and soil respiration, is based on the model of
Eliseev and Mokhov (2007).

As a first step, we show that when forced with historical emis-
sions, our model is able to reproduce a variety of observations.
Additionally, when forced with a suite of future emission scenarios, we
find very good agreement between our predicted $A_F$ and that ob-
tained by the far more complex climate-carbon models participat-
ing within the Coupled Carbon Cycle Climate Model Intercompar-
sion Project (C$^4$MIP) experiment Friedlingstein et al. (2006). We
next consider two families of idealized emissions, one that grows
exponentially with time, and another which grows linearly. For
each of these, we investigate the sensitivity of $A_F$ to the emission
growth rate. Our results suggest that the approximate constancy of
the airborne fraction in the last half-century is a consequence of a
nearly constant emission growth rate over that period. Furthermore,
the particular value of 50-60% assumed by $A_F$ can be explained
by the exponential increase of anthropogenic emissions. If the an-
thropogenic emissions had been increasing linearly, for example,
$A_F$ would have achieved a much lower value. Taken together these
results suggest that the (present) constancy of $A_F$ is not a funda-
mental property of the carbon cycle, but depends sensitively on the
emission history. Nor should we expect $A_F$ to remain constant in
the future. Fluctuations in the emission growth rate or, for Even if
anthropogenic emissions continue to increase over the next century
at the same exponential rate they have had since the beginning of the
anthropocene, $A_F$ would start to increase (due to a decrease in
the ocean and land capacities to take up anthropogenic carbon),
even in the absence of climate feedbacks. Alternatively, because of the

The paper is structured as follows. In Sec. 2 we describe the
carbon model. Results of experiments designed to validate the
model with anthropogenic CO$_2$ emissions based on historical data
and future IPCC-SRES scenarios are presented in Sec. 3. In Sec. 4
we study the model’s response to a set of idealized emission sce-
narios, with the aim of understanding the factors controlling $A_F$.
We conclude with a discussion of the main findings of this report in
Sec. 5.

2 Model Description

We start by describing the three-box carbon cycle model that
we have developed to investigate the perturbed carbon cycle. The
model comprises of a well-mixed atmosphere, a land-biosphere com-
ponent, and an ocean. The governing equation for the concentra-
tion of anthropogenic CO$_2$ in the atmosphere, $C_a$, is given by
\[
\frac{d}{dt} C_a = (E_{\text{foss}} + E_{\text{luc}}) - (F_o + F_l),
\]
where $t$ is time, $E_{\text{foss}}$ and $E_{\text{luc}}$ are the prescribed emissions of
anthropogenic CO$_2$ due to fossil fuel burning (including cement
manufacture) and land-use change, respectively, and $F_o$ and $F_l$
represent the net CO$_2$ uptake by the ocean and land vegetation-soil
system, respectively. (Note that we take 1765 to be the beginning
of the industrial period.) To integrate this equation we require ex-
pressions for the land and ocean uptake, which we briefly describe
below.

2.1 Terrestrial Compartment

To compute the uptake by the land biosphere we use a widely
used terrestrial vegetation-soil system box model based on work
by Lenton (2000), and modified by Eliseev and Mokhov (2007).
The model includes representations for gross photosynthesis, and
plant and soil respiration. Briefly, carbon uptake by the terrestrial
vegetation-soil system is modeled as:
\[
F_l = NPP - R_a,
\]
where $NPP$ is the terrestrial vegetation net primary production
and $R_a$ is the heterotrophic (soil) respiration, given by:
\[
NPP = P - R_p
\]
and
\[
R_a = A_s C_o Q_{10,s}^{\Delta T_{so}^{f}}
\]
where, $P$ is the carbon production rate of photosynthesis, $R_p$
is the autotrophic (biota) respiration rate, $A_s$ is a constant (which is
used to simulate the pre-industrial carbon cycle state, assumed to be in
equilibrium with a value pCO$_2^{0}$=280 ppm), $C_o$ is the carbon ter-
restrial soil stock, $Q_{10,s}$ is the value that serves as a multiplier for
the soil-respiration value, if the global average temperature is in-
creased by $\Delta T_o = 10^0C$ and $\Delta T_{so}^{f}$ is the anomaly of globally
averaged annual mean surface-air temperature from a reference value.
(For further details, see Eliseev and Mokhov (2007).) In this paper,
we are not considering climate feedbacks. Thus, we set $\Delta T_{so}^{f} = 0$, and $Q_{10,s}^{\Delta T_{so}^{f}}$ = 1.

2.2 Ocean Compartment

To model ocean uptake of anthropogenic CO$_2$, we use the
transit-time distribution (TTD) formalism (Hall et al., 2004).
Briefly, the flux of anthropogenic CO$_2$ into the ocean via gas ex-
change is given by:
\[
F_o(t) = A K_{ox} (\Delta p_{CO_2,a} - \Delta p_{CO_2,o}),
\]
where, $A \sim 3.6 \times 10^{14}$ m$^2$ is the surface area of the ocean, $K_{ox} \sim
0.06$ mole m$^{-2}$ y$^{-1}$ ppm$^{-1}$ is the average annual global air-sea
exchange coefficient from GLODAP (Key et al., 2004), $\Delta p_{CO_2}$
is the anthropogenic perturbation in the partial pressure of CO$_2$,
and the subscripts “a” and “o” refer to the atmosphere and surface
ocean, respectively. By mass conservation, this flux must equal the
rate of change of the total amount of anthropogenic CO$_2$ in the ocean, i.e.,

$$F_o(t) = V \frac{d}{dt} \Delta\text{DIC}_V(t),$$  \hspace{1cm} (4)

where, $V \sim 1.3 \times 10^{15}$ m$^3$ is the total volume of the ocean, and $\Delta\text{DIC}_V$ is the unknown average concentration of anthropogenic dissolved inorganic carbon (DIC) in the ocean. Finally, to derive a prognostic equation for $\Delta\text{DIC}_V$, we make use of the fact that the anthropogenic perturbation is sufficiently small so as to be treated as a passive, conservative tracer. Given the time history of any such tracer in the mixed-layer, its average concentration in any interior volume is given by the convolution of the domain integrated transit-time distribution, or Green’s function, with the outcrop time history (see Hall et al. (2004) for details). The TTD describes the complex advective-diffusive transport of tracers between the surface and the interior of the ocean. Mathematically,

$$V \Delta\text{DIC}_V(t) = \int_0^\infty \Delta\text{DIC}_s(t - t') G_V(t') \, dt',$$  \hspace{1cm} (5)

where $G_V$ is the TTD averaged over volume $V$, and $\Delta\text{DIC}_s(t)$ is the concentration history averaged over the outcrop. In the present application, the domain represented by $V$ is the global ocean. To apply the above formulation we require $G_V(t)$ and $\Delta\text{DIC}_s(t)$.

Following previous work (Hall et al., 2004; Terenzi et al., 2007), we assume that $G_V$ has an “inverse Gaussian” functional form, characterized by two parameters, $\tau_M$ and $P_c$, which have the interpretation of a mean residence time and a Peclet number, respectively. While highly simplified, this functional form is in accord with both observations and simulations in ocean general circulation models (GCMs) (e.g., Khatiwala et al., 2001). In general, there are two noteworthy limits for these parameters: the high $P_c$ limit corresponds to bulk-advective transport (weak mixing), while the low $P_c$ limit corresponds to diffusive transport (strong mixing). Analysis of tracer observations in the ocean (Hall et al., 2004; Waugh et al., 2004) strongly suggests that the weak-mixing limit is unrealistic, so we will only consider the strong mixing case. To constrain these parameters we use multiple tracers (CFC-12 and natural $^{14}$C) from the GLODAP database (Key et al., 2004), as described in Waugh et al. (2004). We find that $P_c \sim 0.5$ and $\tau_M \sim 2400$ years.

To obtain the surface history $\Delta\text{DIC}_s(t)$, we combine eqs. 3, 4, and 5, and discretize in time with annual resolution, to obtain a system of nonlinear equations for $\Delta\text{DIC}_s(t_i)$. Here, $t_i, i = 1 \ldots N$, are the times at which the continuous equation is discretized and at which the solution is desired. The nonlinearity arises from the fact that the surface $pCO_2$ is a nonlinear function (described by the equilibrium carbonate chemistry in seawater) of the DIC concentration, for a given temperature, salinity and alkalinity. Note, too, that eq. 3 involves perturbations about the unknown preindustrial $pCO_2$ of the surface ocean. Thus, this system comprises of $N$ equations in $N + 1$ unknowns, the additional unknown being the preindustrial surface ocean $pCO_2$. To eliminate the latter, we make use of surface ocean $pCO_2$ observations (Takahashi et al., 2002) at a single instance in time, $t_{obs}$. The resulting system is solved for $\Delta\text{DIC}_s$ using Newton’s method as described in Terenzi et al. (2007). Once $\Delta\text{DIC}_s$ is known, the inventory of anthropogenic $CO_2$ in the ocean, $\Delta\text{DIC}_V$, at any instant in time can be found via eq. 5. Note that our formulation does not require us to linearize the chemistry, as often done in this context when using a Green’s function to characterize ocean transport. Nor do we make the assumption of constant disequilibrium. Instead, the air-sea disequilibrium is fully allowed to evolve in time subject to the constraints of mass conservation and the observed $pCO_2_o$.

2.3 Method of Solution

As formulated above, to solve for the ocean and land uptake terms, $F_o$ and $F_l$, respectively, we require the atmospheric $pCO_2$ history. However, to obtain the latter we first require $F_o$ and $F_l$ (eq. 1). To self-consistently solve for all three components of the model, we have therefore developed an iterative procedure, as follows. We first “spin-up” the land model with a prescribed preindustrial atmospheric $pCO_2$ concentration of 280 ppm. The resulting solution is used as an initial condition for all subsequent calculations. Second, a first guess time history of $\Delta pCO_{2,a}$ is constructed, using historical annual mean atmospheric data from 1765 to 2004, and a suitable guess for future years depending on the kind of experimental run (see Sec. 3 and Sec. 4). Historical data are taken from OCMIP (http://www.ipsl.jussieu.fr/OCMIP/phase2/simulations/Abiotic/boundcond/splco2.dat), which has been updated with yearly global mean surface $\Delta pCO_{2,a}$ from NOAA extrapolated to 2004 by adding the 5-year mean annual increase amount (ftp://ftp.cmdl.noaa.gov/ccg/co2/trends/co2_annmean_gl.txt). Using this initial ansatz for $pCO_{2,a}$, we then compute a first guess for the ocean uptake, $F_o$. Finally, to obtain a self-consistent solution, the following steps are repeated until convergence:

- Integrate the land model with the current $pCO_{2,a}$ iterate to obtain $F_l$.
- Integrate eq. 1 with current $F_o$ and $F_l$ iterates to obtain a new $pCO_{2,a}$.
- Compute new ocean uptake $F_o$ using $pCO_{2,a}$ computed above.

Convergence is based on the 2-norm of the difference between successive iterates of $pCO_{2,a}$ being smaller than a given threshold. Note that in the above procedure, $E_{foss}$ and $E_{luc}$ are prescribed as described below.

3 Model Validation and Comparison With Previous Studies

To evaluate the performance of our model, we have conducted a series of experiments with anthropogenic $CO_2$ emissions based on observations (until 2004) and IPCC-SRES emission scenarios for future years (2004-2100). To construct the historical (1765-2004) forcing, we use fossil fuel and industrial emission data from Marland et al. (2007), and land-use change data from Houghton (2008). Because the latter are available only from 1850 onward, for prior years we assume that emissions from land-use change increase linearly from 1765 to 1850, as is consistent with the observed linear trend in $F_l$ following 1850. For the period 2004 to 2100 emissions are taken from the A2 family of the IPCC-SRES emission scenarios, specifically the ASF model (http://sres.ciesin.columbia.edu/final_data.html). Since these scenarios are designed to start from a common year of 1990, we rescaled them in order to match the 2004 historical data (see Fig. 1). The combined historical and future emission time series is similar to that used in a number of recent studies (e.g., Friedlingstein et al., 2006; Eliseev and Mokhov, 2007).

Fig. 1 shows the above emission time series, along with the
CO₂ fluxes simulated by the model when forced with these emissions. Note that \( F_a \) is the rate of change of anthropogenic CO₂ in the atmosphere. The anthropogenic CO₂ uptake by the ocean in the model is \( F_o \sim 2.3 \text{ PgC/y} \) for the mid-1990s, which is in line with the 1.9–2.2 PgC/y estimated by previous studies (Takahashi et al., 2002, and references therein). The cumulative oceanic uptake of carbon dioxide for the period 1800 to 1994 in our model is \( \sim 114 \text{ PgC} \), which is in agreement with the observational estimates of Sabine et al. (2004) (118±19 PgC) and Waugh et al. (2006) (94-121 PgC). The simulated terrestrial carbon uptake for 1994 is \( F_l \sim 2.3 \text{ PgC/y} \), which is similar to previous estimates (e.g., Keeling et al., 1996; Lenton, 2000). Our 116 PgC simulated terrestrial inventory for 1860 to the mid-1990s falls within the range (61-141) estimated by Sabine et al. (2004) for the same period.

Fig. 2 compares the atmospheric pCO₂ (top) and airborne fraction (bottom) simulated by the model (solid line) with observations (circles). \( A_F \) is defined as \( F_o / (E_{\text{foss}} + E_{\text{luc}}) \). In particular, the model reproduces well the observed atmospheric pCO₂ time with a maximum error of ≈8 ppm. The simulated average value of \( A_F \) for the period 1900 to 2004 is ≈0.4, which is in good agreement with the data-based estimate of Canadell et al. (2007), but is slightly lower than other estimates (e.g., Hansen and Sato, 2004).

It is also interesting to compare our model results with those from more sophisticated carbon cycle models, and in particular the 11 models participating in the Coupled carbon cycle Climate Model Intercomparison Project (C⁴MIP) (Friedlingstein et al., 2006). Since our model lacks feedbacks between climate and the carbon cycle, we only consider the uncoupled C⁴MIP simulations in which such feedbacks were switched off.) Note that, while the various C⁴MIP models were forced with nominally the same IPCC-SRES A2 emission scenario, we have found slight differences between the actual emissions used to force the various models. This should be kept in mind in the following discussion. As evident from Fig. 2, our simulated pCO₂, a and \( A_F \) fall well within the range of values in the C⁴MIP ensemble (shaded area). For instance, our predicted pCO₂, a for the year 2100 is 829 ppm, while the C⁴MIP models range from 681-870 ppm. Similarly, for the year 2100, we predict an \( A_F \) of 0.62, compared with 0.59±0.1 for C⁴MIP. These results indicate that our relatively simple carbon cycle model compares well with observations, and performs at least as well as far more sophisticated models.

4 Carbon Cycle Response to Idealized Emission Scenarios

Having gained confidence in the models’ ability to simulate the perturbed carbon cycle, we now address the question of what determines \( A_F \). As mentioned earlier, the airborne fraction is considered especially relevant for climate policy, and is usually taken “as about one half” (Solomon et al., 2007). Given the importance attributed to \( A_F \), it is therefore imperative to understand the reason for the long-term constancy of the airborne fraction, and why it has stabilized around a particular value. A related question is whether a future increase in \( A_F \) necessarily imply the operation of climate-carbon feedbacks. In order to address these questions, we now consider two sets of idealized experiments with hypothetical emissions. The first experiment is designed to investigate the sensitivity of \( A_F \) to the emission history, while the second focuses on understanding recent trends in \( A_F \).

4.1 Sensitivity of \( A_F \) to emissions

For this experiment, we consider fossil-fuel and industry emissions only, setting emissions due to land use changes to zero. Two families of emissions are used. The first assumes an exponential behavior for \( E_{\text{foss}} \), i.e., \( E_{\text{foss}}(t) = E_0 \left[ \exp(\lambda(t - t_{\text{pre}})) - 1 \right] \), where \( E_0 \) and \( \lambda \) are fit to the observed history of \( E_{\text{foss}} \). In particular, we find a “best fit” \( \lambda \) of \( \sim (40 \text{ y})^{-1} \). To construct the other emission curves in this family, we perturb \( \lambda \) by \( \pm 10\% \) (labeled as \( \lambda_+ \) and \( \lambda_- \), respectively). The second family of emissions we have constructed grows linearly with time, i.e., \( E_{\text{foss}}(t) = m(t - t_{\text{pre}}) \). Three emission curves are constructed for this functional form, with the growth rate \( m \) chosen such that the cumulative emissions up to the year 2004 for each, is the same as that for the corresponding exponential curve.

The resulting \( A_F \) (≡ \( F_o / E_{\text{foss}} \)) and the fractions of the anthropogenic emissions that remain in the ocean (\( O_F \)) and in the
of \( A_F \) for exponential emissions is systematically higher than that for linear emissions. For instance, \( A_F \) for the best-fit exponential curve is about 0.43, \( \approx 30\% \) higher than that obtained using the corresponding linear emissions. Because \( L_F \) does not display much sensitivity, these differences are likely linked to the ocean uptake of anthropogenic carbon.

To understand these results, and in particular the transient behavior, we have constructed a simpler carbon model with linearized chemistry, that is much more amenable to theoretical analysis (see Appendix for details). This analysis reveals, for example, that the transient behavior of the airborne fraction is qualitatively very different for exponential and linear emissions. In particular, for exponential emissions, \( A_F \) approaches a steady state as \( \exp(\Lambda_{\text{min}} - \lambda)t \), where \( \Lambda_{\text{min}} \) is the smallest eigenvalue of the linearized model. For realistic parameters, this corresponds to a time of \( O(50 \text{ y}) \) to reach equilibrium. On the other hand, for linear emissions, \( A_F \) approaches equilibrium as \( t^{-1/2} \), or a transient time scale of several thousand years. These results demonstrate that \( A_F \) is quite sensitive to both the shape of the emission forcing, as well as its rate of increase.

### 4.2 Future changes assuming a “future-as-the-past” scenario

The above results show that for a fixed emission growth rate, \( A_F \) does in fact achieve a nearly constant value, at least for the period we have examined. It is not clear, however, whether this constancy will persist in the future. Indeed, some authors (e.g., Canadell et al., 2007) have noted a recent upward trend in \( A_F \), and speculated that this may be evidence of a carbon-climate feedback. However, as we noted previously, the C4MIP models in which the climate system and carbon cycle were uncoupled also show a slight increase in \( A_F \) (Fig. 2). The emission scenarios used in the C4MIP simulations are not pure exponentials, so it is difficult to isolate the impact of a changing growth rate on \( A_F \) (cf. previous section) from other factors. To address this issue, we have carried out an additional experiment in which the model is forced by both fossil fuel and land-use change emissions. For the period 1850–2004, observed anthropogenic emissions are used, whereas for the period 2004–2100 we assume that the emissions continue to increase at the same rate as they have in the past. Specifically, future fossil fuel emissions increase exponentially, while land-use emissions increase linearly. We call this the “future-as-the-past” scenario. The exponential and linear growth rates are found by fitting those functional forms to historical data. Fig. 5 shows the simulated \( A_F \) for the period 1960–2100. As discussed previously, \( A_F \) is roughly constant until around 2000, and in good agreement with the observed value. Interestingly, the airborne fraction starts increasing after 2000, even though our model does not include any feedbacks between the climate and carbon systems. We believe that the increase in \( A_F \) can be explained simply by a decrease in the capacity of both the ocean and land-biosphere to absorb anthropogenic carbon, as evinced by decreases in both \( O_F \) and \( L_F \) (not shown). This is likely due to saturation effects such as changes in the oceanic Revelle buffer factor (e.g., Keeling, 2005). Indeed, when we linearize the chemistry, which in effect holds the buffer factor fixed, the upward trend disappears (not shown). Thus, even with a fixed emission growth rate, our model, with no carbon-climate feedbacks, predicts future increases in \( A_F \) because of the nonlinearity of the carbon cycle.

![Figure 3](image_url)

**Figure 3.** Panel (A): Hypothetical anthropogenic emissions from 1765 to 2004 in PgC/y. Solid lines represent the exponential family of emissions, while broken lines are the linear family. Panels (B), (C) and (D): simulated fractions of anthropogenic CO₂ remaining in the atmosphere, \( A_F \), in the ocean, \( O_F \), and in the land-biosphere, \( L_F \), for the period (1900-2004).
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**Figure 4.** Sensitivity of \( A_F \) to exponential growth rate (\( \lambda \)) of emissions. The solid black line represents the average value of the airborne fraction for the period 1959 to 2004 plotted against the inverse of the exponential growth rate of emissions. The horizontal broken line represents the observed value of \( A_F \) averaged over the same period. The circle represents the simulated value of \( A_F \) for \( \lambda \) that best fits the historical emission curve.

land-biosphere (\( L_F \)) are shown in Fig. 3. (For clarity, we only plot these quantities for the period 1900 to 2004.). After a short initial transient (not shown), a quasi-constancy of \( A_F \) is achieved in all three exponential cases. The equilibrium value of \( A_F \) is not the same however, but depends on the rate of change of the emissions, \( \lambda \). Specifically, increasing (decreasing) \( \lambda \) by 10%, increases (decreases) \( A_F \) by roughly 3-4%. The sensitivity of \( A_F \) to \( \lambda \) is shown in Fig. 4.

The response of the model to linear emissions is both qualitatively and quantitatively different. First, it takes considerably longer for the solution to approach a steady-state. Second, while the land fraction does not change appreciably, the partitioning of emissions between the ocean and atmosphere is highly sensitive to the shape of the emission curve. Specifically, the steady-state value
5 Conclusions

In this paper, we have presented a simple three-box model suitable for studying the anthropogenically-perturbed global carbon cycle. The model comprises a well-mixed atmosphere, a land-biosphere component, and an ocean represented by a Green's function. The box model reproduces well the observed atmospheric histories of $pCO_2$ and airborne fraction, as well as the inventory and uptake rates of anthropogenic carbon by the ocean and terrestrial biosphere. Furthermore, when forced with emission scenarios from the IPCC–SRES, we generally obtain good agreement with far more sophisticated carbon cycle models. We apply this model to understand the factors controlling the airborne fraction, $AF$, defined as the ratio of the annual increase of atmospheric $CO_2$ to total emissions from anthropogenic sources. This parameter has remained roughly constant since the 1960s, which has generally been interpreted to imply that $AF$ is a fundamental property of the carbon cycle. Consequently, the airborne fraction is considered especially relevant for climate policy (e.g., Finer, 1988; Solomon et al., 2007). We find, instead, that $AF$ depends sensitively on the shape of the emission history and its growth rate. Specifically, our results suggest that the quasi-constancy of $AF$ over the past half-century is essentially a consequence of the fact that the growth rate of the historical anthropogenic emissions has not significantly changed over this period. Additionally, the particular observed average $AF$ value of about 50% since the 1960s can be explained by the historical emission growth rate $\lambda$ of $\approx 40(\cdot)^{-1}$. A higher (lower) $\lambda$ would imply higher (lower) $AF$. When the model is forced with linearly increasing emissions, $AF$ takes significantly longer to approach a steady state, and the final equilibrium value is much lower than for exponential emissions. Taken together, these results show that the airborne fraction should not be taken as a fundamental property of the carbon cycle, as previous workers have suggested (e.g., Broecker, 1975; Broecker et al., 1979; Hansen et al., 1981; Siegenthaler and Joos, 1992; Hansen and Sato, 2004). Furthermore, even for a fixed emission growth rate, our model predicts an increase in $AF$ due to changes in the absorbing capacities of the ocean (e.g., the Revelle buffer factor) and land biosphere. Thus, although we cannot rule out climate-carbon feedbacks as suggested by Canadell et al. (2007), fluctuations in the emission growth rate and/or changes in the absorbing capacities of the ocean and land biosphere, offer plausible, and perhaps simpler, explanations for the recent observed trends in $AF$.

Acknowledgements

We thank Tim Hall and Jorge Sarmiento for useful discussions and comments. We also thank P. Friedlingstein and the C3MIP community for access to their model results. This research was funded by grants xxx and xxx. LDEO contribution xxx.

APPENDIX A: Linearized Carbon Cycle Model

In this appendix we briefly describe the linearized carbon cycle model used to understand the results of the more complex box model. In this model, the atmosphere exchanges anthropogenic $CO_2$ with an ocean component only. The latter is represented by two boxes, a mixed layer and a deep ocean. Anthropogenic $CO_2$ penetrates the ocean via air-sea gas exchange (eq. 3). The surface ocean, with anthropogenic DIC concentration $\Delta DIC_s$, in turn communicates with the deep ocean, which has a mean anthropogenic DIC concentration $\Delta DIC_d$. The ventilation rate is given by $q$. The system is described by the following equations:

\[
\frac{d}{dt}(m_{a} \Delta p_{CO_2,a}) = E_{anthro} - AK_{ex}(\Delta p_{CO_2,a} - \Delta p_{CO_2,o})
\]

\[
\frac{d}{dt}(V_{m} \Delta DIC_{s}) = q(\Delta DIC_d - \Delta DIC_s) + AK_{ex}(\Delta p_{CO_2,a} - \Delta p_{CO_2,o})
\]

\[
\frac{d}{dt}(V_{d} \Delta DIC_{d}) = -q(\Delta DIC_d - \Delta DIC_s)
\]

where $E_{anthro}$ is the anthropogenic emission, $V_{m(d)}$ is the volume of the mixed layer (deep ocean), and $m_{a} \approx 2.12 \text{PgC/ppm}$. To relate $\Delta DIC_s$ to $\Delta p_{CO_2,o}$, we exploit linearized carbonate chemistry: $\Delta DIC_s = R \Delta p_{CO_2,o} = \left(\frac{1}{\gamma_{DIC}}\right) \left(\frac{\Delta DIC}{p_{CO_2,o}}\right) \Delta p_{CO_2,o}$. In this expression, $p_{CO_2,o}$ and $\Delta DIC_{s}$ are the global average surface $pCO_2$ and DIC concentration, respectively (which we take to be in a preindustrial state), and $\gamma_{DIC}$ is the “Revelle-factor”, which describes the fractional change in partial pressure of $CO_2$ in seawater changes for a fractional change in DIC. $\gamma_{DIC}$ is a function of sea-surface temperature (SST) and salinity (SSS). Numerical values for all parameters are given in Table A1. After introducing the time scales $\tau_{m(d)} \equiv V_{m(d)}/q$, eq. A1 can finally be written in matrix form as:

\[
\frac{dx}{dt} = Mx + F,
\]

where $x$ is the vector defined as

\[
x = \begin{pmatrix}
\Delta p_{CO_2,a} \\
\Delta p_{CO_2,o} \\
\Delta DIC_d
\end{pmatrix},
\]

$M$ is the $3 \times 3$ matrix

\[
M = \begin{pmatrix}
-\frac{AK_{ex}}{V_{m}R} & 0 & 0 \\
\frac{AK_{ex}}{V_{m}R} & \frac{1}{\tau_{m}} & -\frac{1}{\tau_{m}} \\
0 & \frac{1}{\tau_{m}} & \frac{1}{\tau_{d}}
\end{pmatrix},
\]

and $F$ is the forcing vector

\[
F(t) = \begin{pmatrix}
\hat{E} \\
0 \\
0
\end{pmatrix}.
\]

$\hat{E}(t) \equiv E_{anthro}(t)/m_{a}$ depends on the forcing term chosen for the anthropogenic emissions. In particular, we force the model with the same exponential and linear emissions described in Sec. 4.
Exponential Emissions

The following analytical expressions for \( A \), the time required to approach a steady state is much longer for \( A \) linear emissions types are also plotted in grey.

\[
A = \frac{P_{11}}{\lambda - A^1} + \frac{c_1 A_1}{E_0} e^{(A_1 - \lambda) t} + S_{12} \left( \frac{P_{21}}{\lambda - A_2} + \frac{c_2 A_2}{E_0} e^{(A_2 - \lambda) t} \right) + S_{13} P_{31} \quad (A2)
\]

\[
\begin{array}{cccccc}
\tau_1 & \tau_2 & \tau_3 & (A^{\text{lim}})_{\text{exponential}} & (A^{\text{lim}})_{\text{linear}} \\
\hline
0 & 0.534 & 0 \infty & 0.85 & 0.15 \\
\end{array}
\]

**Table A2.** Eigenvalues of the matrix \( \mathbf{M} \), \( \lambda \) [yr\(^{-1}\)], associated time scales, \( \tau_i = \Lambda_i^{-1} \) [yr] and asymptotic values of \( A_F \) for exponential and linear anthropogenic emissions.

\[
A_F = -S_{11} P_{11} / \lambda + \frac{c_1 S_{11} A_1 e^{A_1 t}}{m t} - S_{12} P_{21} / A_2 t e^{A_2 t} + \frac{c_2 S_{12} A_2 e^{A_2 t}}{m t} + S_{13} P_{31} \quad (A3)
\]

Here, \( c_i \) are integration constants, \( S_{ij} \) and \( P_{ij} \) are elements of the matrices \( \mathbf{S} \) and \( \mathbf{P} = \mathbf{S}^{-1} \), respectively, where \( \mathbf{S} \) is a matrix whose columns are the eigenvectors of \( \mathbf{M} \). \( \Lambda_1 \) and \( \Lambda_2 \) are the (negative) eigenvalues of \( \mathbf{M} \) (the third eigenvalue is zero). Numerical values are given in Table A2.

There are several points to note about these expressions. First, \( A_F \) is a function of time for both exponential and linear emissions. Second, \( A_F \) reaches an asymptotic value as \( t \to \infty \) in both cases. In particular, \( A_F \) approaches a steady state as \( \sim e^{(A_i - \lambda) t} \) for exponential emissions, and as \( \sim t^{-1} \) for linear emissions. Therefore, the exponential case has a much shorter transient of \( O(50 \text{ y}) \) compared with the linear case (\( O(\text{several thousand years}) \)). Finally, taking the limit \( t \to \infty \) in eqs. A2 and A3 shows that the steady state value \( A^{\text{lim}} \) is, for realistic parameter values, always higher for exponential emissions compared with linear emissions.
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