The influence of magnetic fluctuations on collisional drift-wave turbulence
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A two-dimensional isothermal collisional drift-wave turbulence model including magnetic
fluctuations is studied numerically. The model has as limits the electrostatic collisional drift-wave
and two-dimensional magnetohydrodynamic systems. The electromagnetic and electrostatic regimes
for thermal gradient-driven (drift-wave) turbulence are decided by the parameter
B=(47nT/B?)(LZ/L?), whereL andL, are the parallel and background profile scale lengths,
respectively. Significant electromagnetic effects were found onlyBfed0 for most parameters,

and were most pronounced in the strongly adiabatic regime for drift waves. The principal effect of
the magnetic fluctuations is magnetic induction in the parallel force balance for electrons, which is
linear. This diminishes the adiabaticity of the system by reducing the immediacy of the dissipative
coupling between the density and electrostatic potential fluctuations. The transport was still found
to be dominantly electrostatic even f8r=10, although its level decreased withdue to reduced
coherency in the coupling betwednx B velocity and density fluctuations. @996 American
Institute of Physicg.S1070-664X96)00111-3

I. INTRODUCTION crease with decreasing minor radius? Magnetic fluctua-
tions have been considered a possible contributor for the
The physical processes of plasma transport in magnetigansport in various tokamaksThe magnetic fluctuations
confinement devices, e.g., tokamaks, are not yet well undehave been found both to correlate and not correlate with
stood. The transport of particles and energy is anomalouglasma transport in different machines. A correlation be-
i.e., the observed values are much larger than what is calcéween the magnetic fluctuations and the quality of confine-
lated by considering Coulomb collisions between the parment is found during various transitions of confinement re-
ticles. It is usually assumed that the anomalous transport igimes (low-confinement or L-mode, high-confinement or
due to the observed turbulent fluctuations of density, electri¢i-mode, and ELMs? The reversed field pincliRFP is
potential, and magnetic field. The presence of spatial plasmigeal to study magnetic fluctuations as they are typically two
gradients in the plasma lead to collective oscillations callecbrders of magnitude larger than those observed in tokamaks;
drift waves. The main effect of the drift-wave dynamics in theories can then be tested over a wider dynamic range than
the macroscopic scale is an anomalous diffusion of particlef tokamak<$® Recent experimental results for the RFP
and energy along the corresponding gradient of the plasmehow that the magnetic fluctuations and the electrostatic fluc-
density or temperature. Drift-wave turbulence is thereforuations are related and conclude that suppressing the tearing
considered as a possible cause for the anomalous transportrifbde activity could lead to a reduction of the edge electro-
tokamaks. ™ Drift-wave turbulence theories are usually elec- static fluctuationg.By contrast, recent measurements in the
trostatic, i.e., the fluctuations of the magnetic field areTexas Experimental TokamalEXT).X° indicate that the
neglected. However, it is not clear whether electrostatic or magnetic fluctuations are not responsible for the transport of
magnetic fluctuations(or both are responsible for the heat!! The fact that the level of magnetic fluctuations in the
anomalous transpoﬂDetel’mining which fluctuation mecha- p|asma boundary region is very small can lead to the conclu-
nism is dominant in driving the transport would provide asjon that they do not play a significant role for transgfrt,
major constraint on the viability of various theories. An eX- eyen in the case of the REFHowever, the issue cannot be
perimental determination of which effect is dominant would 35sumed to be clear without a more complete investigation.
require a major advance in experiment diagnostics. Many models have tried to relate the magnetic fluctua-
Experimental measurements of the fluctuation of thejons to the transport in the plasmh& > The theories have
magnetic field are difficult. Until recently only measure- very different approaches to the problem. Typically these
ments of magnetic fluctuations at the plasma edge have begReories utilize quasilinear approximations and neglect self-
possible! Even at the edge of the tokamak, it is difficult to consistent field effects. Some models calculate the anoma-
make quantitative calculations of the effects of the magnetigyys electron thermal conduction due to the stochastic mag-
fluctuations. Besides the coherent and high-beta magnetohyatic field, but without specifying the source of the magnetic
drodynamic(MHD) activities, such as sawteeth, fishbonesf,cyations, e.g., Refs. 16 and 17. Other models consider,
tearing modes, and edge localized mog#isMs), broadband oy jnstance, the anomalous electron thermal conductivity
fluctuations are observédThese incoherent magnetic fluc- due to highm ballooning mode&® Many studies of magnetic
tuations have amplitudes 06B,/B~10 ~10°°, With  tyrbulence suppose a linear relation among the modes, rely-
6B, > 6B, , are fairly isotropic perpendicular 8, and in-  jng on quasilinear or weak turbulence approaches or concen-
trate on the magnetic fluctuations associated with finite sized
aElectronic mail: bds@ipp-garching.mpg.de magnetic islands and microtearing mod&¥ MHD
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turbulencé®?! which disregards the fluctuations of the den-these fluctuations modify the properties of the electrostatic
sity, was also studied thoroughly and has properties similamodel. Related forms of these electromagnetic two-fluid
to fluid turbulence. equations were first derived independently by Hasegawa and
Although drift waves are basically electrostatic modes Wakatant! and Hazeltiné? Also similar is the set of equa-
they also have a small magnetic component, which can alstions describing drift-tearing modes, both line4flyand
lead to transporf> Magnetic fluctuations possibly associated nonlinearly? and the parameters describing collisionality
with electromagnetic drift waves have been obsefvedthe  and electromagnetic character in that work carry over to the
edge of the Tokamak Chauffage AlivéTCA).?* Quasilin-  drift-wave system studied here. The model chosen has as its
ear studies of electromagnetic drift waves have been peextreme limits the two-dimensional2-D) Hasegawa-—
formed by many authors, e.g., Ref. 1, and references thereityakatani modéP and the 2-D MHD modef®?* both well
Calculations for stochastic diffusion of electrons in tokamaksknown, which makes the interpretation of the results ob-
due to a spectrum of electromagnetic drift fluctuations obtained easier. Bekki and Kanédaerformed low-resolution
tained diffusion coefficient scales approximating experimennumerical simulations of this model in three dimensions,
tal scalings’ Other electromagnetic studies of drift-wave tur- analyzing the formation of structures, but did not study the
bulence include the collisionless model of Molvég al?®  turbulent state. A related electromagnetic drift-wave system
and the numerical simulations of WaR&A recent numeri- was studied numerically by Walf2.A similar study has al-
cal study of a similar system with magnetic and density flucready been done for a more general set of equafidbst
tuations, but disregarding potential fluctuations, observe#here numerical restrictions did not allow a thorough study of
three different turbulent states, even for identical parameterdhe electromagnetic effects. The numerical scheme employed
making the turbulence state nonunidieln Ref. 28 the here is similar to the one used for the Hasegawa—Wakatani
anomalous transport due to electromagnetic drift-Afeer- ~ modef® and in other studies with a sheared magnetic fiéld.
bulence was studied using DIAlirect interaction approxi- The principal result of this study is that the role of the
mation techniques, concluding that the electromagnetic conmagnetic fluctuations is to reduce the immediacy of the cou-
tribution to transport by circulating electrons is important, Pling between the density and the electrostatic potential fluc-
while the transport dominated by trapped electrons is notuations in an otherwise electrostatic system. That is, the
affected by magnetic fluctuations. This result contrasts witasic physics is that of drift waves with magnetic induction
another study of drift-Alfva turbulencé® which concluded in the parallel electron force balance acting to enhance the
that electrostatic fluctuations alone regulate the transporflonadiabatic character of the turbulence by delaying the
Another recent interesting analytical study of drift-wave transient response between the density and electrostatic po-
theories, derived using a Lagrangian method, shows that tH€ntial. These effects enter when the plasma beta reaches
magnetic fluctuations may not be negligible evenfet1 .° B=(4mnT/B?)(LZ/L7)~1 and are really definitive wheg
Three-dimensional numerical simulations of drift-wave IS @s high as 1Gthe nominal regime boundary, which de-
turbulence confirm earlier indications that collisional drift- Pends on simplified assumptions on the space and time
wave turbulence is the fundamental ingredient underlyingc@les, ig8~1 % Even then, the transport is always nearly
tokamak edge and scrape-off layer turbulefici. has also electrostatlc.. This result shows that the drift-wave part of a
been suggested that edge turbulence could originate in tH8Oré complicated system can never be neglected, as shown
core plasma regiof? where the magnetic fluctuations can be Previously m the case of rippling mod_é‘_é.Spemﬂcally,_
of fundamental importance. Experimental evidence of drift-m'crqtea“”é is unlikely to have any significant role on its
wave-like instabilities in the core region of the tokamak is@Wn in anomalous transport in tokamaks. o
given in Ref. 33. Recent numerical simulations suggest the N Sec. Il the model and its main characteristics are de-
transition from resistive ballooning to drift-wave turbulence SCriP€d. The linear properties of the system are studied in
as a possible model for the transition between L- andSec..III. Sgctlon IV describes the main re.sults of the numeri-
H-mode confinement regimé$.Therefore, it is of funda- cal simulations. In Sec. V, we study the linear mode interac-

mental importance to understand the role of the magnetid®" and the nonlinear transfer of energy, enstrophy, and
fluctuations in a simple drift-wave turbulence model, to bet-magnetic potential. The conclusions are presented in Sec. VI.

ter see how their effect should be considered in more realistic
models. Il. MODEL AND INVARIANTS

The aim of this work is then to analyze the effect of the ~ The basic model employed in this study starts with the
magnetic fluctuations in drift-wave dynamics. The magneticdwo-fluid collisional equations! and then assuming the per-
fluctuations bring different physical effects into the system.pendicular velocities to be given by tlex B and diamag-
We want to determine these effects and their role in thenetic drifts, the ions to be cold, and the temperature to be a
system. It is also important to understand whether the eleconstant. The latter two are done to elucidate the resulting
trostatic approximation is a valid hypothesis when studyingdynamics by removing the complications of a finite ion gy-
turbulence at the edge of the tokamak. We consider the mageradius and thermal conduction. It is already known from
netic fluctuations in a simple model for drift-wave turbu- both tearing-mod¥ and drift-wavé&® studies that the dynam-
lence. The properties of the Hasegawa—Wakatani systeias of the temperature and nonadiabatic portion of the density
have been studied thoroughly in two and threeare qualitatively similar, even if quantitative differences are
dimensions®>#° This model is generalized by including the important. That is, the character of the system’s internal dy-
magnetic fluctuations in the equations. We then analyze howamics, e.g., how nonadiabatic or electromagnetic it is, is the
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same whether or not linear modes are stable, or whether or

not a nonlinear instability is present. Since we are interested V== (2XV_ 4)-V , ®
first in the qualitative question as to the conditions under
which the system becomes electromagnetic, the role of the . 4mn,T L2
temperature gradient and fluctuations can be left to the near P~ B—g L_ﬁ 9
future. ,

D:cS/Ln% L7 10

Ve Mg Lg'

A. Electromagnetic drift-wave equations with d/9z replaced in terms of a constant parallel wave num-

This model is a generalization of the Hasegawa-ber K,=k,L¢ in Fourier space. The Fourier representation
Wakatani systeflt in a shearless 2-D slab geometry whenused is
the magnetic fluctuationg are also considered. It can also
be thought of as a restriction of the general fluid electron
drift equations used in tearing-mode wdf*to a homoge-
neous magnetic geomet(peglecting the parallel ion veloc-  wherek =k, ,k,), noting again that there is only the okg.
ity). The total magnetic fiel@ has a uniform component in  For the nonlinear computations a dissipative correction to

f(x,y,z)H; fkeikxx+ikyy+iK”z, 11

thez direction,Bg, and the magnetic fluctuationsare in the
plane &,y):

B=Bye,— V xye,. (1)

Describing the dynamics in terms of nonlinear fluctua-

tions, the electron density is given byn=ny(1+n;/ng),
with n;<<ny. The equilibrium densityny,(x) has a density
gradient in the negative direction, such that the equilibrium
density scald.,=ny/|dny/dx| is a constant.

We obtain the equations of the model from the Bragin-

skii two-fluid equations? the derivation is identical to that
in the nonlinear tearing-mode stud®sSimilar versions of

the model were first obtained in Refs. 41 and 42, and an
equivalent form can be found in Ref. 45. The drift-wave

dispersion scalg, and the sound speet] are defined, re-
spectively, aps = cyM;T/eB, ¢, = VT/M;, leading to the
drift parametei,=pJ/L,,. The parallel scale length, which in

this homogeneous setting replaces the shear length in t

tearing-mode work, i4 . _

The fluctuations are scaled accordingte: (e¢/T) 551,
A=(n1/ng)8y *, = (/Bops) (Ls/L )5 *, andd=(J;/nec)
X (Ly/Lg) 6o L. SinceJ is given by ¢, the set of dependent
variables is given bye,n,#}. The independent variables are
scaled ax—x/pg, y—Y/ps, z—2z/Lg, t—tcL,,.

The model equations are then given by

de ~ _~
_tQ:VH y (2)
de _ 9 _ ~
_Iin:_w+v“\], (3)
o Y -~
Gt gy TVin=¢)-D 1, (4)
where
0=vi9, 5
~ 1 o~
J: - E VL lﬂy (6)
de 0 . _ ~
Gt gt T(@XV.i9)- V., (7
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J J 4
———+uV7,

at at 12

was added in each equation. These represent hyperviscosity-
like terms and by taking appropriate valueswotonfine the
dissipation to the smallest scales resolved in the system.

The Hasegawa—Wakatani equations are obtained from
Egs. (2)_to (4) by taking the limit ¥—0 and J=D(d/
dz)(n— ¢), which defines

z=DK{ (13)

as the nonadiabaticity parameter used eatfié? The adia-
batic regime is,Z>1, such that the cross coupling forces
to mimic ¢, which collects at the large scal®sThe opposite
limit, <1, is called the hydrodynamic regime, since the
sulting freedom oh results in its passive advection by the
X B velocity®® The 2-D MHD equatiori®"?! can be ob-
tained by taking constant densifyw=constant and K;=0.
Hence, as noted and discussed first by Hazeffiteis more
inclusive set which can be called electromagnetic drift-wave
equations, contains the dynamics of both the well-known
2-D Hasegawa—Wakatani and 2-D MHD systems.

It is apparent upon inspection of the model equations
that the electromagnetic effects are controlled By For
B<1 the current] corresponds to weak magnetic fielgs
such that the contribution af to the parallel gradient opera-
tor and the electromagnetic inductios/ ot) are negligible.
We are therefore interested in studying the effect of large
values of 8 in the model. We have essentially two free pa-
rameters once the appropriate normalizatior. {chas been
made(K,=1). These ar® andS—note thatD is equivalent
to ¢, and henceforth will be cited & except when deriving
further equations. As the behavior for a fixe€dis already
known, it is interesting to take representative values#or
corresponding to the adiabatic and hydrodynamic regimes,
and then vang. The latter parameter determines the strength
and influence of the magnetic fluctuations. A naive scaling
based on linear drift-wave instabilities would assume a mode
frequency,w, and inverse scalé&, , equal to unity in nor-
malized units and then conclude that the electrostatic/
electromagnetic regime boundary 8~1, as in earlier
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studies®®*® This is the point at which magnetic induction, 7 e meam g ~_am
(dylat), would begin to overcome resistive dissipation, ZE:MJ dx(=¢ViQ+nVin+IViy), (29
7z *J, for a nominal value of£"~1. A better guess would

therefore be that the system should become electromagnetic _y _ 20=  CNpd = =

when 8% ~1. Although the results we have obtained in the 7 _'uf dx(N=V.(n=Q), 29
linear and turbulent regimes differ somewhat from this, it

does explain why we found a more pronounced effect at yA:,UJ d%@vj@_ (26)
higher £ magnetic induction overcomes resistivity more

easily at lower collisionality. I',,, the source of energy, is the rate at which the energy

is extracted from the density gradieht. is the rate at which
the energy is resistively dissipated, ahiglthe rate that the
B. Invariants of the model magnetic potential is resistively dissipatdd, is the source

. . . of the magnetic potential, and is proportional to the nonadia-
The invariants of the purely nonlinear subset of the elecy . b ~ prop

ic dri i i baticity of ¢ andn (for n= ¢, I',=0). The dissipation rates
tromagnetic drift-wave equations are the total fluctuation free@E U and* are due to the finite hyperviseonity added as
energy(hereinenergy Y-, T, 9

described to Eqs(2)—(4). For diagnostic purposes we also

1 ~n ey 1~ computed
e [ | 1v.3r e 2 0.3 P
P=5 f d2x 2 (27)
=EV+EN+EM, (14) 2
the generalized enstrophy from the results.
U:%deX(ﬁ_vig)ZZ% f d2x(fi— Q)2 (15)  lll. LINEAR ANALYSIS

This section contains brief analyses of the linear disper-
sion relation obtained from the model and the linear mode
- structure, here represented by the phase shifts exhibited
A= 2 f d?xy?. (16) among the dependent variables. The linear growth rates and

) ) ) ) _phase shifts are useful in comparisons with the turbulent

Refs. 42 and 45, but the other two invariants were not con- ] )

sidered. The Hasegawa—Wakatani system also has the totdi Dispersion relation and growth rate

energyE (with EV=0) and the generalized enstrophlyas The linearized system is solved analytically, for which
invariants®>3® On the other hand, the 2-D MHD system has purpose the hyperviscosity, is neglected. By linearizing

the total energyE (with EN=0), the magnetic potentiah,  and Fourier decomposing Eq€)—(4) and assuming a modal
and the cross-helicity H as  invariant®?"  dependence of the form Y we obtain

(H=fd*xv-B=[d*XV , ¢-V ).

and the magnetic potential

According to the electromagnetic drift-wave equations w =K (¢ /B)=0, (28)
(2)—(4), the invariantsE, U, andA, evolve with time as wﬁk—ky¢k+ka|\(¢k//5’)=0- 29
JE P D1 | 7=
i N (17) [B(w—ky)+iD "¢/ B) + Ky —Ty) =0. (30)
U The resulting dispersion relation may be cast as
—r ==, (18) 0 BD(w—k,)+i]-DK[w(1+k2)~k]=0, (31)
IA where once agaiff =DK? and sinceK,=1, D is 7.
—=T,—Ty— (19 One notes that if37 is small and?” is large then the
at bracketed expression in the second term vanishes. This re-
where covers the familiar drift-wave dispersion curve in the adia-
~ batic limit. Small corrections due to the finit€then give the
r,=-— f d2T ﬁ (20) basic collisional drift wave’s growth rate. Another extreme is
ay k, andk, sufficiently small thaw?s—K?=0. This of course
_ recovers the Alfva wave dispersion curve; in that limit there
I‘r:Dflf d?xJ? (21)  are only the two damped Alfvewaves and the mode at

“zero frequency” which is the drift wave. Since the only
o o~ free energy source considered is the thermal gradient-
I'4y=D j d“xyd, (22 perature timesvn), only the drift-wave branch can corre-
spond to an instability, and since this will tie the turbulence

r :i dZXZ(ﬁ—E) 23) to the resulting small scales, the MHD regime will not be
& 9z ' reached. Nevertheless, in general there are three linear modes
Phys. Plasmas, Vol. 3, No. 11, November 1996 Camargo, Scott, and Biskamp 3915
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FIG. 1. The linear growth rate(k) (a) and wg(k) (b) for Z=1 and different values ofg’. The maximum of the linear growth ratg,., (c) and the
corresponding wave numbeéy,,, (d) as a function of3 for #'=0.1,1,5.

in the system: one drift wave and two transients. The tran{#=5), which also has smaller electrostatic growth rates
sients are resistively damped Alfvavaves, and it is worth  [Fig. 1(c)]. When varyingg, the linear properties only have
noting that their behavior is quite different from the single noticeable changes f@=1 [Figs. 1c) and Xd)], confirming
dissipative transient in the electrostatic collisional drift-wavethe naive estimate since the scaling of the most unstable
system. Rather than decaying at an unrealistically fast ratenode’'sk, with " eliminates a strong dependence of the
the transients propagate back and forth along the field linedinear electromagnetic boundary @n
decaying only at the rather slow rate, roughB”) . This
is why magnetic induction begins to play a role in the dy-
namics as3 increases and why it ultimately results in a more Linear phase shifts
nonadiabatic character, as the latter is connected with the rate
at which the transients damp. The linear mode structure can be expressed in terms of
The unstable mode corresponding to the drift wave ighe phase shifts among any two of the fluctuations in Fourier
given by the single root of Eq31), which has a positive space, e.gn, and ¢, . From the linearized electromagnetic
imaginary part. The mode frequencwg(k), and linear drift-wave equationg28)—(30), any two of the fluctuations
growth rate,y(k), then follow. can be computed from the third, given the result of the dis-
In Fig. 1 we show the main properties of the linear persion relation for the unstable mode. Since the ratio be-
growth rate,y, and mode frequencyys . The variation with ~ tween any two complex numbers can be given in terms of an
different values ofg for K,=1, k,=0, u=0, and#=1 is  amplitude and a phase shift, the latter may be found from
shown for both[Figs. Xa) and Xb)], and then the growth

rate [Fig. 1(c)] and wave numbefFig. 1(d)] for the most 8=Im log ny ¢y, (32
unstable modek, , is shown as a function ¢ for #'=0.1, 1, _~—
5, andk,=0, K,=1, u=0. One can see that for highgrthe =1m log ¢y ¢, (33
linear growth rate is smallefFig. 1(a)]. This decrease of o~
(k) with finite 3 is most pronounced in the adiabatic regime ~ @x=Im log N . (34)
3916 Phys. Plasmas, Vol. 3, No. 11, November 1996 Camargo, Scott, and Biskamp
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FIG. 2. Linear phase shifts for=5. & for 3=0.001(a) and =10 (b). 6k for 3=0.001(c) and =10 (d). ak for 3=0.001(e) and =10 (f).

Comparison to the nonlinear regime will be presented in Sedncreasing values q@ were still noticeable. In the hydrody-
IV using these same definitions. For the linear modes, th@amic limit, the sensitivity of linear phase shifts B was

phase shifts satisfy:

Kyy
k?(wi+ ¥*) — gk’

5= —arctan

Y
6= — arctan—,
WR

ap = —arctan

(39

(36)

Y k¥ (wi+ 7% — 2kywg]

. 3
(0B ) —Rom(wat D) O
In Figs. 2a) and 2b) and 5{; is shown for

=5, with

,73=0.001 andB=10, respectively. Figures(®—-2(f) show

Hk andak for the same parameters. In this adiabatic limit thehigher+~ cases look qualitatively like the lowef- cases,
linear mode was most sensitive ® since it is easier for

magnetic induction to overcome resistivity for low collision- brought in by the finite3 is to make the system appear more

ality. For

Phys. Plasmas, Vol. 3, No. 11, November 1996

nearly absent, even @t=10 at which8% =1, even thoughy

shows sensitivity g8=1. This is a result of the already weak
coupling ofn to ¢ for #<1.

IV. COMPUTATIONS IN THE NONLINEAR REGIME

This section presents the computations which were per-
formed and the essential results which describe the turbulent
saturated state. In all cases, the property to look for is the
strong effect of the increasing in the adiabatic regiméz”
>1), and the weaker effect in the hydrodynamic regiffie
<1). Especially important is the fact that the high®r-

that is, the principal effect of the electromagnetic character

=1 the changes of the linear phase shifts fornonadiabatic. The reason is the magnetic induction, which
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FIG. 3. The total energ¥ and the energy componeri, EV, EM for Z%=0.001(a) and,;;’=10 (b) in the saturated state, witti=1, K,=1, andu=0.001.

helps the density and electrostatic potential fluctuations tevere reproduced by choosiné=10’3. Then, companion
decouple much as does resistivity. Since the magnetic induecuns were done g8=0.1, 1.0, and 10. _
tion is a reactive(nondissipativg process, though, the cou- The densityn, potential¢, and magnetiay fluctuations
pling is not as coherent as when it is dissipative. Magnetiavere initialized with a random-phase, broadband field, such
induction reduces both the immediacy and the coherence dhat all degrees of freedom are excited with a constant am-
then-to-¢ coupling, making it more difficult for free energy plitude ay
produced im by Vn to return to¢. It can be understood as
a delay in the response of the electrons which is stabilizing to _— o -~
both linear waves and turbulence. ; ¢k¢k=§k: nknkzik: dp=2ao- (39

We find that the transition to the electromagnetic regime
is definitive only for8=10; the effect of magnetic induction : .6 .
= o . In most calculations, we chosg=10"", however in cases
B=11is still weak. In all cases, however, the electromagnetic . . o .

: . Wwhere the linear instability is very weak we considered

corrections toV, are found to be sufficiently small that the

transport caused by the turbulence is electrostatic 8,=10"", or evena,=10"% so that the time required for
P y ' reaching a turbulent saturated state would not be long. The

numerical error was tracked in all runs using the energy
equation(17); the numerical error was never greater than
0.01E.

The electromagnetic drift-wave equatio(®—(4) were The runs with a finer grig1024) were obtained by con-
solved on a square box of sité=(27/K,)? with periodic tinuing the 128 runs and then increasing the number of col-
boundary conditions using a dealiased pseudospectral algfecation points to 256 512, and finally 1024.
rithm, similar to previous ones employed in studies of the
Hasegawa—Wakatani systétrand for a sheared magnetic
field.*” In most runs, the number of collocation poirftgid
node$ was 128; in some cases a larger numhigp24) was
employed. The box size was chosen such Kgt0.15. The A typical numerical simulation has a linear phase, fol-
dissipation parametex was taken to be just large enough to lowed by a saturated turbulent state, which is then main-
prevent numerical instability,=10"2 in most of the 128  tained long enough for good statistical quantities to be ob-
runs. Another set of runs was considered to check for depernained.
dence on box size; for these we ch¢@(¢c0.0375,u~10_2, In Figs. 3a) and 3b), the typical time evolution of the
and in most cases 25@ollocation points. components of the energg", EV, andEM for an electro-

The method used to elucidate the role of electromagnetistatic cas€3=0.001 and an electromagnetic ca§@=10)
effects and at which parameters they enter was to chooseaae shown. By analyzing Fig. 3, one can see that even for the
reference value of” and then increasg from small values case =10, the magnetic energg" is not the dominant
to large ones. In all case& was set to unity. Since the component of the total enerdy. By increasing, the role of
behavior of the system is known in the electrostatic lifitit  the kinetic energyE" diminishes in order to allovE™ to
is the Hasegawa—Wakatani sysperthe same three values increase(see also Table)l In the hydrodynamic regime, the
used in our previous electrostatic wdtkwere chosen: role of the density is so dominant, that the valueESTE is
#=0.1, 1, 5, representing a hydrodynamic, an intermediatekept constant0.83, independent of the value ¢@f. By con-
and an adiabatic regime, respectively. The electrostatic casésst, in the adiabatic regime, the role of each component of

A. Numerical details

B. Properties of the saturated state
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TABLE |. Saturation values in the different regimes. The electromagnetic compoaggY) enters With,f%, andZ=1 is the most dissipative case.

4 B E ENE EVIE EM/E u A P
0.001 28.0 0.83 0.17 18 421 10° 15.3
0.1 0.1 28.3 0.83 0.16 0.0006 42.3 0.009 16.1
0.1 10 13.1 0.83 0.14 0.03 18.8 20.1 8.7
0.001 6.7 0.61 0.39 1¢ 14.0 107 3.7
1 0.1 7.6 0.62 0.375 0.005 15.2 0.009 4.4
10 6.0 0.77 0.14 0.09 7.3 30.1 6.2
0.001 14.2 0.82 0.18 18 18.4 108 8.9
5 0.1 23.2 0.86 0.14 0.002 27.9 0.02 22.2
10 4.4 0.78 0.13 0.09 5.1 13.8 3.7

the energy is much more affected by the valuegofThe  E} and E}') and the magnetic potentiad, diminish for
saturation values of the total enerBy the enstrophyJ, and  #=5, while the spectral exponents of the enstrophy increase.
amplitudeP increase ag@ goes from 0.001 to 0.1 and dimin- The spectral exponents for both the enekgyand the mag-
ish strongly for3=10. The magnetic potenti#l saturation netic potentialA, in the electromagnetic limitindependent
values increase witls. of the value of%) are very different from the ones obtained
The spatial structure of the system is also altered byn 2-D MHD turbulence(—3/2 and—7/3, respectivel).
varying 8, which can be seen by analyzing the contour plots.  Figure 6 shows the variation of the spectra of energy
Figures 4 and 5 show the typical contour plotsfof, ¢, Q,  componentEy, EY, andE} by varying 3. EY, which is the
andJ in the electrostatic and the electromagnetic regimes fodominant component of the energy, has a different behavior
#=5. For each case, the contour plots were obtained at the@hen g is increased forz=0.1 and%=5. EY is not much
same instant of time in a turbulent saturated state. In al&ffected by increasing, especially for=0.1. The mag-
contour plots, we considerd,=0.15,K =1, u~10"%and  netic energy componerEj{i" also has a steeper curve in the
512 collocation points. Figures 4 and 5 show only the regionelectromagnetic regimg3=10) than in the electrostatic re-
[0:7L] X[0:#L], which is one-fourth_of the real area cal- gime(8=0.00]) for #=0.1. In contrast, fofz’=5 the effect
culated in the simulations. As usuak collects at large of increasingg is to make the spectrum @&} less steep. A
scales, owing to its inverse cascade tendency. With increaslifferent behavior of the spectral exponentdgffor #'=0.1
ing B (Fig. 4), the resulting scale o is ever larger, since and #=5 was also observed. While the curve Bf for
the reduction of the coupling betwe@nand ¢ allows the B=10 is steeper than the curve f8=0.001 forz'=0.1, the
inverse cascade to evolve unhindered. This is also appareopposite happens for =5. Therefore, the behavior &, is
in the difference between the electrostatic ca@ese also basically the same a@). When the value of is increased
Table Il below. In the electromagnetic limi¢8=10), for  the enstrophy specttd, are steeper for all values @f. The
#=5,n does not mimice, but is more similar toy. The  effect of increasingd on the magnetic potential spectiq
magnetic fluctuationsy have the same behavior in all re- depends on the value of, but the spectral exponents do
gimes, always collecting in the larger scales. The vortiity not have such strong changes as do the energy spectral
usually has fine structures; the presence of lg@gemooths exponents.
these structure¢Fig. 5. By contrast, the current, which In Table IlIl, the average values &f are shown fork,
collects at average size structures in the electrostatic limiteY, EM, U, A, andP. In the case of the total enerd, for
shows a much finer structure in the electromagnetic limitinstance, the averade;,, is defined such that
This effect, however, appears only in the adiabatic regime, in
which the electromagnetic effects have a stronger influence.
The angle-averaged spectra of the invariants were also
obtained(for the definition see Ref. 36The spectra exhibit
a maximum at a certain wave numbeg,,. On the highk  with analogous definitions for the othky,. In the hydrody-
side of the maximunkgy there is an inertial range with a namic regime(Zz=0.1) and for 2=1, when g is increased
decaying power law spectrute.g.,E,~k~2) up to the vis- the values ok, kN (which is always the dominant compo-
cous_cutoff. The variation of the spectral exponents with nend, k, k&, andkg, diminish, i.e., these fields have larger
and B is shown in Table Il. In the electrostatic limit, the structures in the electromagnetic limit. It is important to no-
spectral exponents are almost identical to the Hasegawatice that this effect is stronger in the cage=1. In contrast,
Wakatani case for7=0.1 andZz=1.3° However, forz’=5 in the adiabatic limitz'=5, these fields have smaller struc-
the electromagnetic effects are stronger. Evender0.001  tures for3=10 than for3=0.001, as in the latter the struc-
in the adiabatic regime, the spectral exponents are highdures are already large. From the linear theory the value of
than in the Hasegawa—Wakatani case. Asncreases, the k., increases with3 for all values of %" (see also Fig. 1
spectral exponents of the three invariants and the energyor the runs in which a larger box was considered
components increase faf=0.1 and#=1. In contrast, the (K;=0.0375 the spectra’s maximurkg,, and the average
spectral exponents of the enerBy and its componentE),  wave numbersk,,, had approximately the same values.

> K2E

Ev2_

(39
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FIG. 4. Contour plots oﬁ [(® and(b)], n [(c) and(d)], and@ [(e) and(f)], for #=5 in the eIectrostatit,Z?=0.00]) and electromagneti(;é:lO) regimes,
respectively.

Therefore the structures did not become larger. All the othefor #'=5 [compare Figs. @) and da)], in the electromag-
properties of the system remained the same, when a largeetic limit, this resemblance has completely disappeared.
box was considered. The same effect occurs fal ande, with 2=0.1. The other
Another interesting feature comes from analyzing howlinear and nonlinear phase shifts are very different in both
the phase shifts between the main quantities are altered wheine electrostatic and electromagnetic limits. Therefore, any
B is increased and then comparing this with the linear phasemall influence that the linear properties could still have on
shifts. In Fig. 7 we show the phase shifts obtained4et5  the turbulence in the electrostatic limit practically disappears
in the cases o3=0.001 andB=10. While in the electro- for 8=10. This result is expected, as the linear growth rates
static limit 3=0.001, & and &, still had some resemblance are small in the electromagnetic limit—since magnetic in-
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FIG. 5. Contour plots of [(@) and(b)] andJ [(c) and(d)], for =5 in the eIectrostatiQZ%=0.00]) and electromagneti(i%:lO) regimes, respectively.

duction is reducing the coupling betwegsrand ¢, the linear
effects are less able to compete with the nonlinEa¢B
advection for largep.

The transport flux,I',, which is also the free energy
source rate, is very much affected by the valuggptlimin-
ishing asB increases(Table IV). This can be interpreted

using the linear theory, which shows that the maximum of

the linear growth ratey,,,, diminishes for higher valueg
(Fig. 1) with a behavior similar to that df,, almost constant
for <1, and quickly dropping fop>1 (Fig. 8). The reason

is the reduction of the coupling @f to E with increasingé,
making it more_difficult for the free energy excited mby
Vn to return to¢ and continue the driving.

V. LINEAR AND NONLINEAR SPECTRAL TRANSFER

The dynamical quantities which reveal the most infor-

mation about the direction of cause and effect in a compli-
cated turbulent system are the rates of transfer of invariants
or pieces of invariants among different parts of the system.

TABLE II. Decay exponents for the invariants and energy components spectra in the different regimes. As might be expected from a strongly dissipative

system, the spectra are not universal.

z B Ex EX EX EX Uk Ax
0.001 kflj kfl.G k73.1 k73A4 k71.4 k75.4
0.1 0.1 k71.9 kfl.B k73.l k73.4 kfl.G k75.5
10 k—3.2 k—3.2 k—3.5 k—4.8 k—2.1 k—G.O
0.001 k73.0 k72.8 k73.3 k74.4 kfl.S k76.6
1 0.1 k—3.4 k—3.0 k—3.5 k—4.8 k—l.9 k—6.5
10 k74A5 k73.8 k75.0 k74A8 k72.l k76.4
0.001 k74.0 k74.6 k73.8 k76.0 k72.1 k77.5
5 0.1 k—3.7 k—4.2 k—3.7 k—5.8 k—2.l k—7.7
10 k73.2 k73.1 k73.9 k73.1 k72.5 k75.3
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FIG. 6. Density spectr&y for 23=0.001,0.1,10Z=0.1(a) andZ=5 (b). Kinetic energy spectrg for Z3=0.001,0.1,10Z=0.1 (c) and =5 (d). Magnetic
energy spectr&)! for $=0.001,0.1,10C=0.1, (e), and Z=5 (f).

Linear transfer refers to exchanges between different deperstatic drift-wavé® turbulence. We now apply it to the elec-
dent variables within each Fourier component or méde tromagnetic drift-wave system.

e.g., the transfer of fluctuation free energy between density

and potential fluctuations mediated by the dissipative cou-

pling throughV,J in Egs.(2) and(3) for  and V7 ¢. Non-

linear transfer, also called spectral transfer, refers to ex-

changes between different modes. This can occur within & Linear transfer

given dependent variable, as, e.g., EoxB transferring den- We now obtain the linear transfer of energy, enstrophy,
sity fluctuations free energy between two modes with differ-gng magnetic potential between the dependent variapjes
ent k. With magnetic fluctuations present, this mOde—mOdq'f, andIT// within a modek. The linearized equations in Fou-
transfer can also occur between different dependent varkier space are

ables, as we shall see.

Such transfer analysis has proven very useful in under- (k) —iK 3(k)— k“ﬁ(k) (40)
standing cascade phenomena in neutral Tuahd electro- at I ® '
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TABLE lIl. Average wave numberk,, for the invariants, the energy components, &nith the different regimes. Note especially the last two lines#et1

and 5: 3 affects enter most strongly in the most adiabatic regime.

v B K, K kY, K k% K ke,
0.001 1.35 1.43 0.90 0.76 158 0.42 0.56
0.1 0.1 1.34 1.41 0.90 0.75 157 0.42 055
10 1.10 1.08 121 111 155 0.41 0.46
0.001 112 1.05 121 1.02 1.59 0.69 0.82
1 0.1 1.09 1.02 1.19 0.99 1.55 0.67 0.81
10 0.89 0.78 1.15 1.23 1.25 0.43 0.39
0.001 0.53 0.49 0.65 0.67 0.64 0.50 0.48
5 0.1 0.45 0.40 0.69 0.80 0.63 0.53 0.37
10 0.82 0.69 0.99 1.43 1.00 0.48 0.39
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FIG. 7. Nonlinear phase shits f6f=>5. &, for 8=0.001(a) and 3=10 (b). 6, for 3=0.001(c) and =10 (d). « for 8=0.001(e) and 3=10 (f).
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TABLE IV. Total values of the source, transfer, and dissipation rates in the different regimesBHﬁgh a strong quantitative effect for all three values of
7", but is most pronounced for the most adiabatic caseb. Compare with the linear growth rates in Fig. 1.

7 B T, rg‘ Y T, T, T, gk gk 7 oy A
0.001 34 1.9 —0.03 0.9 104 -10°° 1.2 0.03 107 2.7 100
0.1 0.1 3.3 19  -0.03 0.9 0.25 -0.008 1.1 0.03 10° 2.6 10°
10 1.3 0.2 0.005 05 7.1 -0.004 0.2 0.04 0.007 11 0.07
0.001 09 07  —0.03 0.3 104 10 0.04 0.03 108 0.6 107
1 0.1 0.9 0.9 -0.05 0.4 0.06 10 0.04 0.04 10* 0.7 0.01
10 0.2 0.02 -0.01 0.08 15 -0.002  0.03 0.01 0.01 0.2 0.3
0.001 0.1 0.1 —-0.01 007 -10* -10° 0.003 0.01 10° 0.1 101
5 0.1 0.1 0.1 -0.02 0.06 -0.02 10* 0.003  0.06 10° 0.1 10°
10 009 001 -0.02 0.02 0.7 -0.002  0.02 0.006 0.02 0.08 0.09
an(k) - - i~ By using the definitions of each of the energy contribu-
o = T ikyo(K) +iK (k) — ukn(k), (41)  tions given in Eqs(43) and (40)—(42) we obtain the linear
_ transfer of the energy components:
W _ W(K)+iK,[A(k)— p(k)]—D ~LI(k) IEY(K)
at ’ ” i ISR (3 (46)
~ uky(k). (42 N
In Fourier space the invariants, U, and A are given, =I'(k)— F (k)— ZK(k), (47
respectively, by Jt
1 -~ ~ EV(K) v .
E=2> EY(k+ENK+EM(K)=5 2 —Qk)d(—k) —or =T+ Tk =T (k)= (k). (48)
k k
+n(k)n(=k) +3(k)Z( —k), (43) The contribution of the electromagnetic transport fluédé%
and FV) to the linear transfer of the total ener@yis zero,
_ E E U(k) although they have an important role in the linear energy
transfer for each of the energy components.
The linear transfer for the enstrophlyand the magnetic
_ % 2 ['ﬁ(k)—ﬁ(k)]['ﬁ(— k)—ﬁ( —K1, (44) EottlantialA can be obtained in a similar way and are, respec-
K ively,
1 1 ~ o~ AU (k) ,
A=5 S A=5 S BTk, @5 10— 200, @9

10 ' ' - 1Q T
e IRy
'i}'hﬂ‘ﬁ " 'H'I m u‘"‘. Hﬂ\ A

c Al 1'1'I1 ‘ c
= TR '* ql V'" “ﬁ v,

0.1} H’(\X :

— p=107° AC=0.1
¥ ak zecd
0.1 o 001 Lo 7
200 600 1000 107 1072 1 10?
t B

FIG. 8. FluxT, for #=0.1 and3=0.001,0.1,10b). Variation of the average flu{l’,) with 8 for #=0.1, #=1, andZ =5.
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dAL(K)

7 IAK).

=Ta(k)—T'q(k)— (50

Table IV). It is interesting to note that in the electromagnetic
limit, for #'=0.1, the total contribution oFV(k) is positive,
while for =5 FV(k) is negative in the whole spectrum

The source, transfer, and dissipation rates in Fourie(Fig. 9). I',(k) (respons|b|e for the resistive dissipatidras

space are
Y= 5 K[$()I~k)—(~kIk], (61
P = 5 K Ak I~k —T(—k) (k)] (52
Ta(k)= 5 k{Ai(k) b(~ k) =T~ k) b(K)], (53)
T (k)= D—l'J'(kﬁ(—k), (54)
Ta(k) == K{[p(k) —A(k) (k)

—[ZZ(— k) —A(— k) T(k)}, (55)

T4(k)=D"Ty(k)I(—k), (56)

E (k) =D(K) + DE(K) + D (K) = sk [R()R(—K)

— O(K) B(— k) + KK I(—K)], (57)
(k)= uk [A(k) — QK R(-K) - Q(—K)], (58
TAK) = k¥ P(K) (= K). (59

In all of the formulas of this section, it is to be once
again noted that sincé;=1, D is ¥
In Fig. 9 the linear transfer is shown fof=5 in the

a more important role for'=0.1 than forz’=5. By increas-

ing B, I, is dislocated for higher values &f I" ,(k), which is

the source of the magnetic potential, has a strong dependence
with B, with its values increasing dramatically with increas-
ing B and its maximum being dislocated to much smaller
values ofk.

B. Nonlinear spectral transfer

We now compute the nonlinear spectral transfer of the
different invariants between differeikt modes, both within
and between the dependent variables. By considering only
the nonlinear terms of the equations, we obtain for the non-
linear energy transfer:

\

aEafk) =2 [T(k—a)+TM(k—a)], (60)
N

aEat(k) =2 [Tkea)+ T (k)] (61)
M

ﬁE&t(k) =2 [T3"(k=q+ T"(k—0)], (62)

where the spectral transfer rates of energy from mgpde
modek are given by

TV<qu>=2(kqu—quy>Re[E<—k)ﬁ(k—q>?«5<q>(]é3)

electrostatic and electromagnetic regimes. The transfer rates

are shown as a function df=|k|. In Table IV, the total

values of the linear transfer are given in all regimes. In Fig.

VM _ l _ s
T (k=)= Zé(kXQy axky)RE ¢(—k)

10, the schematic direction of the linear and nonlinear

transfer is shown. Fo#z=0.1 the linear transfer rates are

approximately the same in the electrostatic and the electro-

magnetic regime. They look very similar to the case=5
and =10, apart from the sign dfy,.

Figure 9 and Table 1V show that the dominant contribu-
tion of the linear transfer is given by, , which is the free
energy source. The maximum Bf,(k) is located at &=0.7
for #=0.1, which is very near the maximum of the energy
spectrumg, . By contrast, forz'=5 the maximum ofl",(k)
is located ak=0.5 and the maximum dE, at k=0.3.

Another important contribution comes frorﬂg(lg,
which is responsible for the linear transfer fromto .
When g increases]';(k) is located at smaller values &t
For =15 and[S':0.00l,FB(k) has a negative contributio-
nin the smaller values &, which means that in this case the
linear transfer is in the other direction—frogto n (Fig. 9.
This effect disappears whq@ns |ncreasedFV(k) is respon-
sible for the linear transfer betweeh and . FV(k) is (in
most casgspositive for the smaller values ckf(llnear trans-
fer from ¢ to ) and negative for the higher values bf
(linear transfer fromys to ¢), as can be seen in Fig. 9. The
total contribution ofl“})’(k) is (in most casesnegative, the
main effect being therefore the transfer fragnto ¢ (see

Phys. Plasmas, Vol. 3, No. 11, November 1996

X (k=) I(Q)], (64)
1 _
TyM(ke—q)= —22—3 (kely— Oxky) REI(—K)
X P(k—q) ()], (65)

TN(k—q) =2(kyGy— k) REA(— k) p(k—aq)(q)],

(66)
NM 1 ~
T1 (kHQ)Zzz(kqu_quy)an(_k)
X p(k—aq)I(a)], (67)
NM 1 1
T3 (k%q)=22(kqu—quy)Re[J(—k)
X p(k—aq)T(Q)]. (69)

It is important to understand how this transfer occurs.
considering now the modg, we have

JEv(Q)
at

By

= —% [Ty(ke—a)+T3"(k—q)], (69)
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FIG. 9. Linear transfer rates fof =5, with ,Z3=0.001[(a), (c), and(e)] and,é=10 [(b), (d), and(f)].

JEN(q)

g magnetic transfer occurs between different dependent vari-

ables. Each of the mixed nonlinear transfer ratgs”, TY™,
TIM and TYM) is not symmetric by itself, a sum must be
JEM(Q) M NM defined in order to obtain transfer rates with a definition

at _% [T (k@) + Ty (k—a)]. (72) equivalent to the other transfer ratd&’™ and TNM are de-
fined, respectively, a§ M (k«—q)=TYM(k—q)+TyM(k—q)

NM _—TNM NM ; 3
Therefore, the purely kinetic and density transfer rates ar@d 7 (k@) =T (k—q)+T5"(k—q). The resulting ef

: : : M
transferred in a direct wagbetween different modes of the feh?'\tﬂ of the mixed transfer rates is then given "3?’/ and
same fluctuation field while the mixed magnetic—kinetic 1 . Which then define the character of the nonlinear trans-

and magnetic-density transfer rates represent nonlinear tranr. A schematic form of the nonlinear and the linear transfer
fer between modes af and s or ¢ andy. That is, theEXB of energy can be found in Fig. 10.
transfer remains within a given dependent variable, but the We are also interested in the spectral transfer of the en-

=—§ [TN(ke—a)+ THM(k—q)], (70)
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strophyU and the magnetic potentidl, as defined in Egs.
(44) and (45), respectively. We obtain:

&U(;(tk) :% TU(k<—Q>=% 2(kyay— ayky)ReN(—k)
—Q(—K)Jp(k—[A(a)— ()], (72)
ﬁpz;(tk) :% TA(qu):% 2(quy_quy)Reﬂl/J/(_k)

X[ p(k—q) —A(k—a)T(q). (73

In Fig. 11 the nonlinear transfer of the energy compo-
nents are shown fo€=5 for the electrostatic and the elec-
tromagnetic regimes. In Fig. 12 the nonlinear transfer of the
three invariants of the syste(&, U, andA) is shown in the

FIG. 10. Nonlinear and linear energy transfer processes among the variabigdectrostatic and the electromagnetic regimes #6¢5. In

N, ¢, andy for #=0.1 andB=10.

Figs. 11 and 12, contours df(k<—q) are shown only where

FIG. 11. Nonlinear transfer rates of the energy componentg feb, Ez0.00l[(a), (c), (e), and(g)] andfg’zlo [(b), (d), (f), and(b)].
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0.03

FIG. 12. Nonlinear transfer rates of the invariants 6&5, 3=0.001[(a), (c), and(e)] and B=10[(b), (d), and(F)].

it is positive, since by definition the nonlinear transfer func-the surface o as a function ok andq. The variation of the

tions are antisymmetric about the lile=q (dashed line maximum values of the nonlinear transfer in the different
drawn in Figs. 11 and 32 which corresponds to the ex- regimes is given in Table V. From Figs. 11 and 12, one can
changek«q). Further clarifying the behavior df(k<—q) is  see that most of the activity of the nonlinear transfer func-

TABLE V. Maximum values of the nonlinear transfer rates in the different regimes. Note that the contributions to the electromagnetic nonline&FYfansfer
andTYM, tracking the electromagnetic correctionsVg are always small compared to their linear counterparts in Tabl(d“};\/andl";’, tracking the linear,
unperturbedv,). This indicates that the electromagnetic contributions to transport are likewise small.

(K B Tmax T%ax Tmaﬂx T\é'\élx Taax TIL‘rJ]aX Tgax
0.001 1.29 0.23 1P 1078 1.16 2.03 108
0.1 0.1 1.45 0.30 0.001 16 1.15 2.24 10*
10 0.24 0.02 0.01 0.006 0.23 0.33 0.19
0.001 0.12 0.08 1P 107 0.06 0.33 108
1 0.1 0.19 0.13 0.001 0.001 0.07 0.39 ~to
10 0.03 0.004 0.007 0.003 0.03 0.05 0.10
0.001 0.38 0.11 1P 107 0.27 0.60 10°
5 0.1 0.22 0.09 0.001 0.001 0.17 0.31 ~to
10 0.02 0.003 0.005 0.002 0.02 0.02 0.06
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TABLE VI. Cascade type of the nonlinear transfer processes in the different regimes. Orfy<tBeinverse cascadell) is affected by the magnetic
fluctuations, and only at higps.

1% B TN TV TN M TVM TE TU TA
0.001 direct inverse mixed direct direct direct direct

0.1 0.1 direct inverse mixed mixed direct direct direct
10 direct inverse direct direct direct direct direct

0.001 direct inverse mixed mixed direct direct mixed

1 0.1 direct inverse mixed mixed direct direct direct
10 direct mixed direct direct direct direct direct

0.001 direct inverse mixed mixed mixed mixed direct

5 0.1 direct inverse mixed mixed direct direct direct
10 direct mixed direct direct direct direct mixed

tions is close to the lin&=q, which shows that the transfer the direct cascade is clearly dominant for all valuegoBy
occurs between scales of motion of similar scale, the transfesomparing the electrostatic limit with the electromagnetic
may be then properly described as a local cascade. When thienit, we can conclude that the magnetic fluctuations make
positive contours lie above the=q line, there is an inverse the transfer of energy between the density and the potential
cascade, toward large scales. A direct cascade, toward smélictuations more difficult. Therefore the response of the po-
scales, is specified when the positive contours are under thtential fluctuationss to the density fluctuations is delayed,
k=q line. When the positive contours appear simultaneouslyeading to the loss of adiabaticity in the electromagnetic
above and under thk=q line, without a clear dominant limit. That this is principally a linear effect may be seen from
behavior, a mixed cascade is defined, with the transfer oahe weakness of the nonlinear magnetic transfer rates, which
curring simultaneously to both large and small scales. Thare always very small compared to their linear counterparts,
cascade type for each of the nonlinear transfer contributionEg andl“g. The appropriate conclusion is that the only really
is given in Table VI. significant electromagnetic effect in this system is magnetic
In all cases, the dominant nonlinear transferTl as  induction. Nevertheless, its action to enhance the nonadia-
seen in Fig. 11 and Tables V and VI. Even in the electro-batic character of the overall system remains important in the
magnetic regime, the terms responsible for the magnetiurbulent regime.
transfer of the energyt"™ andT'M, are much smaller than The resulting nonlinear energy transfaf, is strongly
TV. T" shows a direct cascade, ss passively advected by dominated byTV in all cases considered. Fér=0.1, TE
the ExB flow eddies. Even in the cas€=5, which is the shows a direct cascade independenpBafsee Table V). In
most sensitive to changes BfTN always has the same char- the adiabatic regiméz =5) for B=0.001,TE has a mixed
acter, showing a direct cascade, with only the magnitude o¢ascade character, since in this lifiY has an important
TN being sensitive to variations gga nd 7. TV shows an role. As 3 increases this role diminishes aii& shows the
inverse cascade in the electrostatic limit. However, this charusual direct cascadésee also Fig. 12 and Table)VThe
acter is modified wherB is increased fors=1 and 2=5  nonlinear transfer of the enstropﬁ')}’ shows a direct cas-
(mixed cascade while the inverse cascade remain robust forcade, except in the casé=5 and8=0.001. In this case the
#=0.1. The direct cascade contribution ®f is already kinetic transfer has a more important role, changing the char-
present in the electrostatic limit. Nevertheless, as the inversacter of the transfer to a mixed cascade. However, even in
cascade contribution is very strong, the direct cascade corthis case the dominant behavior is the direct cascade. There-
tribution cannot be seen in the contour plots. Aicreases, fore, the main effect of3 on TV is to change its magnitude,
the inverse contribution ofY becomes weaker. Therefore, in with the qualitative behavior of the nonlinear transfer being
the electromagnetic limit the direct contribution ©f be-  rather robustT” is the quantity that is most affected I8
comes more important and a mixed cascade appdars Besides the expected increase of the magnitud@”pfits
z=1 and#=5). It is interesting to note that the dual cas- qualitative behavior depends strongly grand #” (Fig. 12).
cade, which was observed for the Hasegawa—Wakatarior #'=0.1 andB=0.001,T” presents a direct local cascade.
systent® with an inverse cascade of the electric potentialWhen 3=10 the cascade is still direct, but involves a rather
and a direct cascade of the vorticity is still present in thedifferent range of modes, not so near the likeq (local
electrostatic case. For increasifgthe vorticity continues to  cascadg On the other hand, for=5, while the electrostatic
show a direct cascade. However, the electric potential soméimit is very similar to that of2=0.1, the electromagnetic
times presents a mixed cascade instead of the inverse cdsnit has a mixed local cascade character.
cade. In Fig. 10 we summarize in schematic form the linear
The nonlinear transfer rates involving the magnetic fluc-and nonlinear transfer of energy of the system. This diagram
tuationsy, TNM, andTYM, are very smallnegligible in the  is more complicated than the ones obtained for electrostatic
electrostatic limit, as expected. In this imE*™ and TY™  models!**°but its meaning is the same. We chose as a typi-
have a mixed cascade character. Asncreases, the direct cal example the case=0.1 andB=10. Each of the circles
cascade becomes stronger until in the electromagnetic limitepresents a batch of wave numbers in one of the three de-
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pendent variables at lower and highler on the left- and compared with the known properties of its limiting cases, the
right-hand sides, respectively. The boundary between lov2-D Hasegawa—Wakatani and MHD equations.
and highk is chosen a&E,. Each of the arrows between two The most important single conclusion is that although in
of the circles represents a transfer rate as computed from tteertain limits the magnetic fluctuations have significant in-
results according to the definitions in this section. Each ofluence(near-adiabatic electrons, higd), the turbulence is
the arrows pointing into or out of a circle from boundary largely electrostatic in character. This is particularly true
represents one of the source or sink rates, respectively, agth regard to the transport, as shown by the energy transfer
computed from the results according to the definitions instudy in Sec. V. For the saturated amplitude and mode struc-
Sec. Il B. The thickness of each arrow is logarithmically pro-ture, we observed dominant magnetic influence only wBen
portional to the computed strength of the rate it representsvas as large as 10, in contrast to nominal scaling which
Although the direction of each nonlinear transfer process isisually puts the boundary gt~1. And even then, the actual
given by its arrow, it is important to note that the sum of all transport was still dominantly electrostatic even in basic
the nonlinear transfer rates is zero, by definition. The sum o€haracter. The magnetic part of the system was seen to be
the linear transfer rates is also zero, but this is only due to theffective in enhancing the nonadiabatic character of the elec-
fact that the turbulence is well saturated. tron dynamics. In turbulence in a sheared magnetic field, the

The source of fluctuation free enerdy, is present at electron nonadiabaticity is already strongly enhanced, so that
both low and highk, but is stronger at lovk. The energy is a preliminary study saw little effect of the magnetic fluctua-
then linearly transferred from to ¢ throughI'?, while being  tions in the collisional regim& However, the present results
dissipated in the smaller scales by, D5, andT’,. Simul-  suggest that the hot plasma regiffie>1 keV) may be made
taneously the energy is being transferred nonlinearly from less adiabatic than would be otherwise expected. Work is
at lowk ton at highk in a direct cascade, reprgsentedTb‘y underway on a three-dimensional model which will test this
The energy im at low K is also transferred tgs at highk, directly in tokamak geometry.
also a direct cascade. Figure 10 shows clearly how the pres- In any case, the neglect of magnetic fluctuations should
ence ofyy makes it difficult to transfer energy directly from  be done with extreme care, since as was seen in the energy
to ¢, which is how it goes in an electrostatic mod&f° At transfer analysis, the magnetic part of the system has an im-
high k there is a weak linear transfer froghto ¢ through  portant influence on the relation between density and elec-
'Y, but at lowk, I'{) is in the opposite direction. The energy trostatic fluctuations, i.e., the nonadiabatic dynamics which
in ¢ at lowk is also sent tay at highk throughTVM in a  determines the transport. Therefore, even if the turbulence
direct cascade. Finally there is the strong nonlinear inversean still be considered electrostatic, it is of importance to
cascade between high- and I&EX B energy ing. Most of  understand the role of the magnetic fluctuations in determin-
the hyperviscous dissipation is it at highk, reflecting the ing the characteristics of the turbulence in more realistic
power of theE X B vorticity cascade. The strongest dissipa- models.
tion process is resistivity, however, reflected Iy.
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