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ABSTRACT

To meet the United States Government (USG) nuclear explosion monitoring (NEM) requirements with high confidence, the Air Force Technical Applications Center (AFTAC) needs new and improved capabilities for analyzing regional seismic, teleseismic, and infrasound event data. Recently, the National Nuclear Security Administration (NNSA) has decided to move toward 3D modeling to improve knowledge of the compressional and shear velocity structure and enable us to reduce uncertainty and more accurately detect, locate, and identify small (body wave magnitude m_b<4) seismic events. For seismically active areas, with good ground truth event coverage, inaccurate models can be corrected by interpolating results from nearby archived events (using the kriging methodology) and, therefore, it is possible to detect, locate, and identify large events even with limited resolution models. This is not necessarily the case for smaller events, however, and it is even more of a challenge for aseismic regions. On the other hand, focus on near-regional to local monitoring, demands that we address the Earth’s heterogeneities and 3D complexities.

Motivated by the shortcomings of existing single-parameter inversion methods in accurate prediction of both seismic waveforms and other geophysical parameters, this research focuses on the development and application of advanced multivariate inversion techniques to generate a realistic, comprehensive, and high-resolution 3D model of the seismic structure of the crust and upper mantle that satisfies multiple independent geophysical datasets. Building on previous efforts, we have added a fourth dataset to the simultaneous joint inversion methodology. We present a 3D seismic velocity model of the crust and upper mantle of northwest China resulting from the simultaneous joint inversion of surface wave dispersion observations, teleseismic P-wave receiver functions, gravity anomalies, and body wave (P and S phases) travel times. Surface wave dispersion measurements are primarily sensitive to seismic shear-wave velocities. But, at shallow depths, it is difficult to obtain high-resolution velocities and to constrain the structure. This is because the longer the period, the deeper the surface wave energy penetrates, so shorter periods are primarily sensitive to upper crustal structures. Short periods are difficult to measure especially in tectonically and geologically complex areas. On the other hand, gravity inversions have the greatest resolving power at shallow depths because gravity anomalies decrease in amplitude and increase in wavelength with increasing depth. Gravity measurements also provide constraints on rock density variations. In addition, surface wave dispersion measurements are primarily sensitive to vertical shear-wave velocity averages; while body wave receiver functions are sensitive to shear-wave velocity contrasts and vertical travel-times. The addition of the fourth dataset consisting of seismic body wave travel-time data helps to constrain the seismic wave velocities both vertically and horizontally in the model cells crossed by the ray paths. An iterative, conjugate gradient-based least squares inversion is used to jointly model the four different data sets.

At the same time, we are testing different relationships between seismic velocities and density in a region in east Africa where we have obtained on-land Bouguer gravity measurements. These sensitivity studies will ensure the validity of the relations used in our 3D seismic imaging efforts.
OBJECTIVES

The ultimate goal of this study is to improve our knowledge of the 3D compressional and shear velocity structure and enable us to reduce uncertainty and more accurately detect, locate, and identify small (body wave magnitude $m_b<4$) seismic events, and therefore improve our capabilities for NEM. This project specifically improves seismic monitoring technology through the development and application of advanced multivariate inversion techniques to generate a realistic, comprehensive, and high-resolution 3D model of the seismic structure of the crust and upper mantle that satisfies numerous independent geophysical datasets.

RESEARCH ACCOMPLISHED

The characterization of the 3D continental structure is of fundamental importance to understanding crustal generation and its geodynamic evolution. Researchers from a variety of institutions have been investigating the idea of 3D geophysical modeling for decades. Inversion methods for determining the 3D velocity structure of the crust and mantle have been used since the late 70’s (e.g., Aki et al., 1977). The so-called “cooperative inversion” defined by Lines et al. (1988) refers to the inversion of various, potentially different sets of geophysical observations, and can be formulated as a simultaneous inversion or as a sequential inversion. Joint inversion incorporates all the data sets simultaneously and in one data vector. This approach was followed by Lees and VanDecar (1991) to model seismic travel times and gravity data. On the other hand, sequential inversion treats each data set separately on alternating steps so the results of one inversion are used as the initial constraint for the next step. This approach was preferred by Lines et al. (1988) and Parsons et al. (2001) among others. The different data sets used in these “cooperative inversions” varied from resistivity and magnetotelluric data (Jupp and Vozoff, 1975), to teleseismic or local travel times and gravity data (Oppenheimer and Herkenhoff, 1981; Onizawa et al., 2002), to receiver function and surface wave dispersion observations (Julia et al., 2000; 2003; 2005), or to surface wave group and phase velocities (Villaseñor et al., 2001).

Maceira and Ammon (2006) were pioneers in implementing a method to jointly invert surface wave group velocities and free-air gravity observations. Inversion of surface wave dispersion data is a standard method for determining 3D shear velocity structure of the crust and upper mantle of the Earth. Nevertheless, it is well known that traditional state-of-the-art inversion techniques suffer from poor resolution and nonuniqueness, especially when a single surface wave mode is used (Huang et al., 2003). This is particularly true at shallow depths where the shorter periods, which are primarily sensitive to upper crustal structures, are difficult to measure especially in tectonically and geologically complex areas such as China and surrounding regions. On the other hand, gravity inversions have the greatest resolving power at shallow depths because gravity anomalies decrease in amplitude and increase in wavelength with increasing depth. Moreover, gravity measurements also supply constraints on rock density variations. Maceira and Ammon (2009) successfully applied this methodology to investigate the 3D shear velocity structure beneath the Tarim and Junggar basins in central Asia. Since then, LANL has been in the forefront of the development of joint inversion methods for high-resolution 3D modeling. During 2007 LANL researchers extended the surface wave/gravity inversion methodology to include P-wave teleseismic receiver functions (Rowe et al., 2007).

Method

Building on the mentioned previous efforts, we have added a fourth dataset to the simultaneous joint inversion methodology. The new 3D seismic velocity model of the crust and upper mantle results from the simultaneous joint inversion of surface wave dispersion observations, teleseismic P-wave receiver functions, gravity anomalies, and body wave (P and S phases) travel times. Surface wave dispersion measurements are primarily sensitive to vertical shear-wave velocity averages; while body wave receiver functions are sensitive to shear-wave velocity contrasts and vertical travel-times. Addition of the fourth dataset consisting of seismic body wave travel-time data helps to constrain the seismic wave velocities both vertically and horizontally in the model cells crossed by the ray paths.

We have based the addition of the fourth data set to our joint inversion code on the regional version of the double-difference (DD) tomography program tomoDD (Zhang and Thurber, 2003, 2006). DD tomography is a generalization of DD location (Waldhauser and Ellsworth, 2000) and it simultaneously solves for the 3D velocity structure and seismic event locations. DD tomography uses a combination of absolute and more accurate differential arrival times and hierarchically determines the velocity structure from larger scale to smaller scale. The differential times can be calculated from cross-correlation techniques for similar waveforms and by directly subtracting catalog arrival times for pairs of events at common stations.
The body-wave arrival time $T$ from an earthquake $i$ to a seismic station $k$ is expressed using ray theory as a path integral,

$$T_k^i = \tau^i + \int_{i}^{k} u ds$$

(1)

where $\tau^i$ is the origin time of event $i$, $u$ is the slowness field, and $ds$ is an element of path length. The source coordinates $(x_1, x_2, x_3)$, origin times, ray paths, and the slowness field are the unknowns. The relationship between the arrival time and the event location is highly nonlinear, so a truncated Taylor series expansion is generally used to linearize equation (1). This linearly relates the misfit between the observed and predicted arrival times $r_k^i$ to the desired perturbations to the hypocenter and velocity structure parameters:

$$r_k^i = \sum_{l=1}^{3} \frac{\partial T_k^i}{\partial x_l^i} \Delta x_l^i + \Delta \tau^i + \int_{i}^{k} \delta u ds.$$ \hspace{1cm} (2)

Subtracting a similar equation for event $j$ observed at station $k$ from equation (2), we have

$$r_k^i - r_k^j = \sum_{l=1}^{3} \frac{\partial T_k^i}{\partial x_l^i} \Delta x_l^i + \Delta \tau^i + \int_{i}^{k} \delta u ds - \sum_{l=1}^{3} \frac{\partial T_k^j}{\partial x_l^j} \Delta x_l^j - \Delta \tau^j - \int_{j}^{k} \delta u ds.$$ \hspace{1cm} (3)

Assuming that these two events are near each other so that the paths from the events to a common station are almost identical (Figure 1) and the velocity structure is known, then equation (3) can be simplified as

$$dr_k^{ij} = r_k^i - r_k^j = \sum_{l=1}^{3} \frac{\partial T_k^i}{\partial x_l^i} \Delta x_l^i + \Delta \tau^i - \sum_{l=1}^{3} \frac{\partial T_k^j}{\partial x_l^j} \Delta x_l^j - \Delta \tau^j,$$ \hspace{1cm} (4)

where $dr_k^{ij}$ is the so called double-difference (Waldhauser and Ellsworth, 2000) and equation (4) is known as the DD earthquake location algorithm. This term is the difference between observed and calculated differential arrival times for the two events and can also be written as

$$dr_k^{ij} = r_k^i - r_k^j = (T_k^i - T_k^j)^{obs} - (T_k^j - T_k^j)^{cal}.$$ \hspace{1cm} (5)

TomoDD is built upon the double-difference location code hypoDD written by Waldhauser (2001). In the original tomoDD algorithm, an approximate pseudo-bending (ART-PB) ray-tracing algorithm (Um and Thurber, 1987) is used to find the rays and calculate the travel times between events and stations. The model is represented by velocity values specified on a regular set of 3-D nodes and the velocity values are interpolated by using the linear B-spline interpolation method. The hypocentral partial derivatives are calculated from the direction of the ray and the local velocity at the source (Lee and Stewart, 1981). The ray path is divided into a set of segments and the model partial derivatives are evaluated by apportioning the derivative to its eight surrounding nodes according to their interpolation weights on the segment midpoint (Thurber, 1983).

**Figure 1.** Sketch illustrating the DD concept for two close events (stars) recorded at the same station (triangle).
TomoDD assumes a flat earth model and is appropriate for local scale problems (10’s to 100’s of kilometers). At the regional scale (100’s to 1000’s of kilometers), however, sphericity of the earth should be taken into account. Major velocity discontinuities such as Conrad, Moho, and subducting slab boundary should also be considered. The ART-PB approach assumes a continuous velocity model and cannot deal properly with velocity discontinuities. For this reason and considering that our focus region of study is continental scale, we use the regional DD seismic tomography method (tomoFDD) that deals effectively with discontinuous velocity structures without knowing them a priori. TomoFDD uses a finite-difference method for determining travel times and ray paths, and treats the spherical Earth by embedding it (in part or in whole) within a Cartesian “box”. TomoFDD uses a regular inversion grid.

**Data**

We will first conduct the proposed research in the Asian continent (in particular, between 20° N to 60° N latitude and 65° E to 140° E longitude) to then extend it to the whole Eurasia. We have obtained all gravity data for the full region of interest. These gravity observations were extracted from the global gravity model derived from the Gravity Recovery and Climate Experiment (GRACE) satellite mission (Tapley et al., 2005). These observations represent free-air gravity anomalies. Free-air gravity anomalies contain information not only of the subsurface density but also of topography. While in flat areas this may not represent a problem, in this region of great relief the topographic effect should be removed (Figure 2). Therefore, free-air gravity anomalies were converted into simple Bouguer gravity anomalies considering the standard density of 2670 kg/m³.

![Figure 2](image-url)

**Figure 2.** Gravity observations for the area surrounding the Tarim basin. (left) Free-air gravity anomalies extracted from the global gravity model derived from the GRACE satellite mission. Cold colors represent gravity lows meaning a mass deficit. Warm colors are gravity highs; (right) Bouguer gravity anomalies computed from the observations to the left.

We have obtained surface waves (Rayleigh and Love) dispersion observations for the Asian continent. These observations were generated considering the CUB (Colorado University at Boulder) surface wave tomographic models (Ritzwoller and Levshin, 1998; Levshin et al., 2001, 2002), and LANL Rayleigh wave slowness model (Maceira et al., 2005). In general, the tomographic patterns in these models (Figure 3) show a very good correlation with known geologic and tectonic features in the area.
The study area is seismically very active providing us with thousands of earthquakes recorded at regional and teleseismic distances. We have retrieved body wave travel time observations for 38 stations and 4,315 events in a small region in northwest China (Figure 4). These observations were retrieved from the LANL Knowledge Base. They represent a very small subset of all the available data and are being used to test the simultaneous joint inversion methodology of these 4 data sets.

We have obtained teleseismic P-wave receiver functions for 53 stations across the Asian continent. These observations were obtained via a joint Pennsylvania State University (PSU) and LANL effort (Ammon et al., 2004).

Figure 3. Fundamental mode Rayleigh wave group-velocity tomographic maps used to derive surface wave dispersion observations for each cell in our gridded model. Note that the color scale varies to preserve the details in each image.

Figure 4. S-wave raypaths used for testing the joint inversion of 4 independent datasets. Red triangles are stations; blue dots are events.
Preliminary results

We are testing the simultaneous joint inversion technique for the four datasets mentioned above in a small region that comprises the northwest corner of the Tarim basin. Figure 5 shows preliminary 3D shear wave velocity variations at constant depths of 5, 15, 27, and 52.5 km. Please note that the color scale is different for each depth slice.

Figure 5. Preliminary S-wave velocity model at constant depth slices. The depth of each image is shown at the top of each map. Note the color scheme different for each image.
The results shown on Figure 5 are still preliminary and much work is still needed regarding the relative weighting of the four independent datasets as well as smoothing constrains and inclusion of *a priori* information into our inversion scheme.

**Relations between seismic velocities and density**

One of the difficulties with joint inversions is to determine a relationship between the independent data sets. In this case, we require constraints between seismic velocities and density. There is not a unique and universal relationship applicable to all types of lithologies at every single depth under all possible conditions of temperature and pressure. We are testing three different relationships between seismic velocities and density: (1) a combination of two existing empirical relationships; one more suitable for sedimentary rocks after Nafe and Drake (1963) and the well-known Birch’s (1961) law more appropriate for basement rock; (2) Brocher’s (2005); and (3) Harkrider’s (see Acknowledgements). The testing area is a region in east Africa (Figure 5) where we have obtained on-land Bouguer gravity measurements (Ebinger et al., 1993; Tiberi et al., 2005) which we combine with LLNL surface wave tomographic models (Pasyanos and Nyblade, 2007). These sensitivity studies will ensure the validity of the relations used in our 3D seismic imaging efforts.

Figure 6. (a) Topographic map of East Africa; (b) Rayleigh wave group-velocity tomographic maps for the same area shown in (a) from Pasyanos and Nyblade (2007); (c) Bouguer gravity anomalies for the area under study from Ebinger et al. (1993).
CONCLUSIONS AND RECOMMENDATIONS

We have initiated a three-year project to map the three-dimensional (3D) seismic structure of the crust and upper mantle using seismic dispersion, gravity, receiver function, and travel time observations. 3D geophysical model development through the simultaneous inversion of complementary data sets to reduce uncertainty and bias is the future of 3D modeling. Geophysical models play an important role in Ground-based Nuclear Explosion Monitoring (GNEM). To more confidently and accurately detect, locate, and identify small seismic events, better high-resolution 3D structural models are needed. Therefore, the ongoing research directly addresses this challenge, and our results will also be of fundamental importance for understanding the geodynamic evolution and formation of continents, as well as the processes acting within and on the continental lithosphere.

We are first focusing on the Asian continent, an area of prime importance to NEM, and where we know there are adequate calibration events to validate our model and quantify its accuracy. We will then extend the modeling efforts to other regions including aseismic areas of interest to NEM.

Building on previous efforts, we have added body waves travel time observations to our simultaneous joint inversion technique. We now face the main challenge of relative weighting of the four independent datasets as well as smoothing constrains and inclusion of a priori information into our inversion scheme.
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