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ABSTRACT

This paper describes new research being performed to improve understanding of seismic waves generated by underground nuclear explosions (UNE) by using full waveform simulation, high-performance computing and three-dimensional (3D) earth models. The goal of this effort is to develop an end-to-end modeling capability to cover the range of wave propagation required for nuclear explosion monitoring (NEM) from the buried nuclear device to the seismic sensor. The goal of this work is to improve understanding of the physical basis and prediction capabilities of seismic observables for NEM including source and path-propagation effects. We are pursuing research along three main thrusts. Firstly, we are modeling the non-linear hydrodynamic response of geologic materials to underground explosions in order to better understand how source emplacement conditions impact the seismic waves that emerge from the source region and are ultimately observed hundreds or thousands of kilometers away. Empirical evidence shows that the amplitudes and frequency content of seismic waves at all distances are strongly impacted by the physical properties of the source region (e.g., density, strength, porosity). To model the near-source shock-wave motions of an UNE, we use GEODYN, an Eulerian Godunov (finite volume) code incorporating thermodynamically consistent non-linear constitutive relations, including cavity formation, yielding, porous compaction, tensile failure, bulking and damage. In order to propagate motions to seismic distances we are developing a one-way coupling method to pass motions to WPP (a Cartesian anelastic finite difference code). Preliminary investigations of UNE’s in canonical materials (granite, tuff and alluvium) confirm that emplacement conditions have a strong effect on seismic amplitudes and the generation of shear waves.

Specifically, we find that motions from an explosion in high-strength, low-porosity granite have high compressional wave amplitudes and weak shear waves, while an explosion in low strength, high-porosity alluvium results in much weaker compressional waves and low-frequency compressional and shear waves of nearly equal amplitude. Further work will attempt to model available near-field seismic data from explosions conducted at the Nevada Test Site (NTS), where we have accurate characterization of the sub-surface from the wealth of geological and geophysical data from the former nuclear test program. Secondly, we are modeling seismic wave propagation with free-surface topography in WPP. We have modeled the October 9, 2006, and May 25, 2009, North Korean nuclear tests to investigate the impact of rugged topography on seismic waves. Preliminary results indicate that the topographic relief causes complexity in the direct $P$-waves that leads to azimuthally dependent behavior and the topographic gradient to the northeast, east and southeast of the presumed test locations generate stronger shear-waves, although each test gives a different pattern. Thirdly, we are modeling intermediate period motions (10–50 seconds) from earthquakes and explosions at regional distances. For these simulations we run SPECFEM3D GLOBE (a spherical geometry spectral element code). We modeled broadband waveforms from well-characterized and well-observed events in the Middle East and central Asia, as well as the North Korean nuclear tests. For the recent North Korean test we found that the one-dimensional $iasp91$ model predicts the observed waveforms quite well in the band 20–50 seconds, while waveform fits for available 3D earth models are generally poor, with some exceptions. Interestingly 3D models can predict energy on the transverse component for an isotropic source presumably due to surface wave mode conversion and/or multipathing.
OBJECTIVES

Advances in numerical methods, improvements in the power and availability of high-performance computing and improved data and methods to estimate three-dimensional (3D) earth models for wave propagation makes it possible to simulate seismic waves with resolution relevant to NEM. This effort seeks to realize the goal of end-to-end simulation of seismic waves from UNE’s. Specifically we are working to apply numerical methods for wave propagation to enable simulation of seismic waves from the near-source (shock wave) regime, through the heterogeneous earth to the seismic sensor. The ultimate goal of this research is to improve estimates of explosion size and confidence in source type discrimination by using simulations of seismic waveforms and observables and their uncertainties including both source and path propagation effects. Applications include post-event analysis and predictions for possible future nuclear tests in regions where little or no empirical data are available.

The three thrusts of this study are aimed to address one or more challenges of NEM. Shock wave modeling aims to improve understanding of the effects of emplacement conditions on yield and source-type estimates. Elastic modeling in the presence of surface topography aims improve understanding of how rough topography distorts P- and excites S-waves (body and surface waves) emerging from shallow explosions to improve prediction of amplitude and P-to-S partitioning. Finally, intermediate-period regional-complete waveform modeling aims to improve prediction of waveforms and understanding of the biases in source estimates due to path propagation effects.

RESEARCH ACCOMPLISHED

This paper describes several ongoing efforts that are unified in their goal of developing an end-to-end (device-to-detector) capability for modeling seismic waves from UNE’s. Simulation of seismic waves from UNE’s requires modeling the behavior of earth materials in different regimes. Hydrodynamic methods must be employed to model the shock wave emerging from the device and propagating to distances beyond which the motions are elastic. These methods are computationally expensive and require very fine spatial and temporal discretization. This is contrasted by the fact that weakly anelastic propagation methods are computationally more efficient than (non-linear) hydrodynamic methods and are appropriate for most of the path-length. A common theme is that the numerical methods used for modeling wave propagation must rely on high-performance computing to realize simulations to the distances (computational domain size) and desired resolution (i.e., target frequencies and wavelengths of NEM). Furthermore, methods must be general enough to simulate wave propagation in realistic 3D earth models, where material properties vary in each spatial dimension possibly across a broad spectrum of wavelengths. In this paper we report progress along three thrusts: 1) modeling the near-source region of a UNE with emphasis on the hydrodynamic response of geologic media and propagation to seismic distances; 2) modeling of anelastic wave propagation in the presence of free-surface topography; and 3) modeling of intermediate period (10–50 seconds) complete waveforms at regional distances.

Modeling Shock Waves Generated by UNE’s and Coupling GEODYN to WPP

We are modeling shock wave propagation in the near-source region with GEODYN, an Eulerian Godunov (finite volume) code incorporating thermodynamically consistent non-linear constitutive relations, including cavity formation, yielding, porous compaction, tensile failure, bulking and damage (Antoun et al., 2001; Antoun and Lomov, 2003; Lomov et al., 2003). This code models the high energy density region near the source and the propagation of the shock wave into the weakly anelastic regime. We validated the code and our material models by comparing the simulation results against available experimental data. In order to propagate motions to seismic distances we are developing a one-way coupling method to pass motions to WPP, a Cartesian anelastic finite difference code developed at LLNL (Nilsson et al., 2007).

Preliminary investigations of UNE’s in canonical materials confirm that emplacement conditions have a strong effect on seismic amplitudes and on the generation of shear waves. Figure 1a shows peak velocities (data points) as a function of scaled distance for UNE’s for granite, tuff and alluvium as reported by Perret and Bass (1974). Also shown are peak velocities from GEODYN simulations (solid lines). The scaled range is taken as the slant distance divided by the explosive yield to the 1/3 power. Note that the peak velocities are largest for granite, then tuff, then alluvium and the scaled range extends beyond the nominal elastic radius. The differences between peak motions for different materials at a given scaled distance are quite significant, up a factor of ten. While there is scatter in the observational data and the granite data do not span a large range, the simulations provide a reasonably good fit to the
experimental data. This gives us confidence that GEODYN simulations and our material models can accurately model near-source motions in the regions of both non-linear and linear behavior.

In another more specific validation exercise we compared peak displacements from a series of chemical high-explosive (HE) experiments in limestone performed in Kirghizia in 1960 (Murphy et al., 1997). The generic strength model described in Vorobiev (2008) was used in GEODYN to model limestone with 0.5% porosity. In situ experimental measurements of ground motion at different distances from the shot point were reported by Murphy et al. (1997). The explosions and motion recordings reported in this study were conducted in the subsurface in essentially rock whole-space conditions, making them ideal for our simulation validation experiments.

Figure 1. (a, left) Peak velocities as a function of scaled distance for UNE’s in granite (blue), tuff (green) and alluvium (red). The symbols indicate observed values from Perret and Bass (1974) and the solid lines are from GEODYN simulations. (b, right) Peak displacements as a function of range for experimental data (circles) from Murphy et al., (1997) and GEODYN calculations (black line). Also shown are the displacement time-histories (inset plots) from GEODYN (black lines) and from the one-way code coupling approach where motions were passed from GEODYN to WPP (red lines), propagated with both codes and compared at 200 m range (red square).

Figure 2. (a, left) \( P \)-wave velocity time-histories for 1 kT chemical explosions in granite (cyan), tuff (green) and alluvium (red). The corresponding SV-wave time-histories (black) on the same scale as the \( P \)-wave motions. Note that motions in alluvium are amplified by a factor of ten. (b, right) Post-event strain field for a 1 kT chemical explosion in granite at a normal scaled depth-of-burial (122 m): the inner circle indicates the cavity; red values indicate strains greater than \( 10^{-6} \); and darkest blue outside the cavity corresponds to elastic motions.
We performed a series of GEODYN simulations to investigate the effects of explosion emplacement conditions on ground motions. The simulations were performed in two-dimensions using a uniform solid material (granite, tuff or alluvium) overlain by air. We sampled the wavefield time-histories at a number of points and decomposed the motions into radial (P-wave) and vertically polarized transverse (SV-wave) motions. Figure 2a shows the decomposed velocity time-histories at a range of 500 m from the shot point (in the elastic region) at an angle of 60° from the vertical, corresponding to a teleseismic take-off angle. P- and SV-wave motions are shown together as colored and black seismograms, respectively. Notice the great difference in the arrival time, pulse duration and P-to-SV energy partitioning for the different materials. The shot in granite results in a fast arriving wave with very short duration (~0.01 s) while the shot in tuff arrives later with a longer duration (~0.2 s). The shot in alluvium results in much weaker motions (shown amplified by a factor of ten in Figure 2a) with more complexity and longer duration than the other materials. The differences in P-wave pulse width are also reflected in corner frequencies of amplitude spectra (not shown). Also note the differences in the relative P- and SV-wave amplitudes. The shot in alluvium generates 1 Hz P- and SV-wave energy of roughly equal amplitude. These differences in P- and SV-wave spectral amplitudes result in very different high-frequency P/S amplitude ratios used for event identification. Preliminary results (not shown) indicate simulated cross-spectral ratios (high-frequency P/low-frequency S) are consistent with observations from the NTS reported by Walter et al. (1995).

Similar to many other numerical methods for wave propagation, GEODYN allows us to sample the strains and record the peak strain at all points in the computational domain. Figure 2b shows the peak strain around the shot point for a 1 kT chemical shot in granite at the normal scaled depth-of-burial (122 m). The cavity is formed around the shot point and indicated by the inner semi-circle. Colors show the strain with red colors corresponding to plastic strains of 10^-6 or greater and the darkest blue outside the cavity corresponding to elastic strains. Self-affine properties of the material strength causes the asymmetric pattern of strains (yellow to cyan colors) due to fracture.

In order to simulate seismic ground motions to distances where observations are typically made (> 1 km), we are coupling motions from GEODYN to our anelastic wave propagation code, WPP. This is a one-way coupling where we compute the response of the material in the non-linear regime through to the elastic regime. Motions are saved on a dense grid of points on the faces of a cube and passed to WPP as forcing on an internal surface. Figure 1b shows the results of modeling the experimental data in Murphy et al. (1997) for small chemical explosions in a limestone whole-space. Here we have passed the motions from GEODYN to WPP at a distance of 40 m and propagated motions in both codes to 200-300 m. The GEODYN calculation is extended into the linear elastic regime and results indicate that the peak displacements from both codes match the amplitudes versus range perfectly. Furthermore, the time-histories agree nearly perfectly indicating that numerical artifacts due to interpolation or grid dispersion are minimal. We are currently operationalizing this process to enable routine modeling of seismic motions to seismic distances.

Modeling the Effect of Topography on Seismic Waves from the 2006 and 2009 North Korean Nuclear Tests

We have developed and implemented a method to model free-surface topography with WPP. The rough surface is handled with a conforming grid that follows the topography above some depth, below which the usual Cartesian grid with mesh refinement is used. We have validated our implementation of topography in WPP with canonical solutions as well as compared motions from different implementations (e.g., finite element, hybrid finite element/finite difference) for earthquake scenarios in the San Francisco Bay Area (Aagaard et al., 2009). Note that WPP is open source and available at https://computation.llnl.gov/casc/serpentine/index.html.

The recent nuclear tests in North Korea provide a ready application for the investigation of the effects of topography on ground motions. We performed simulations of explosions on a 40-km domain around the test site. Figure 3a shows the topographic relief, estimated shot locations and computational domain (white outline). The depth of the shots was taken to be 600 m below the local topography of each event and an isotropic source was used. Note that the relief varies greatly near the shot points. The calculations used a purely elastic homogenous material model (v_P = 5810 m/s, v_S = 3350 m/s and \(\rho = 2660 \text{ kg-m/s} \)). We show results from calculations with a grid spacing of 50 meters resolving motions above 4 Hz.
Figure 3. (a, left) Topographic relief in and around the North Korean nuclear test site along with locations of the 2006 and 2009 explosions. Also shown is the computation grid for WPP simulations with topography (white box). (b, center) Vertical displacement motions (down positive) aligned on the P-wave for locations below the 2006 explosion (60° from the vertical). (c, right) Same as (b) but for the 2009 explosion.

Figures 3b and 3c show the vertical displacement motions (down positive) below the 2006 and 2009 explosions at locations distributed azimuthally around the shot point at a take-off angle of 60° from the vertical corresponding to teleseismic P- and S-waves. The timing and particle motions of the time-histories clearly indicate the P- and S-wave packets marked in the figure. Note that the initial P-wave is different in character for the 2006 and 2009 events, with the 2006 event showing a simple compression and dilatation, while the P-waves from the 2009 event show a large amplitude compression following the initial compression-dilatation whose amplitudes are particularly strong at azimuths of 30°-150°. Both shots show strong azimuthal variations with the largest P- and S-wave amplitudes at azimuths of 90°-180°. Because the material model was homogeneous and the sources were identical, the differences in wave propagation behavior can only be attributed to interaction of the wavefield with the free surface and its variation for the different shot points. The variation in response is not surprising however given that the topography varies significantly on scales of the wavelengths of P- and S-waves in the band 1-4 Hz (1.4-5.6 km for P-waves and 0.8-3.4 km for S-waves) and on the order of the event separation (less than 5 km). These simulations suggest wave propagation in the presence of topographic relief can rapidly degrade waveform correlation for nearby explosions.

Figure 4. Motions at the surface at two different times (2.77 s and 5.55 s) for the 2006 (left) and 2009 (right) simulations. For each simulation we show the divergence and curl of the velocity field corresponding to the P- and S-wave motions. Note these are plotted in map view with some compression of the north-south directions.
Additional insight into the complexities of the wavefields emerging from these explosions can be seen in the images of the divergence and curl of the velocity fields at the surface, corresponding to \(P\) - and \(S\)-wave motions, respectively. Figure 4 shows the divergence and curl of the velocity field at the surface for the 2006 and 2009 explosions at two different times (2.77 s and 5.55 s). Similar to the seismograms shown above, the wavefields show strong azimuthal dependence. Especially interesting is the variation of the \(P\) - and \(S\)-wave amplitudes. The largest amplitudes for both \(P\) - and \(S\)-waves at early times for the 2006 event is to the east-to-northeast and west of the shot point, while the 2009 event shows strong amplitudes to the southeast-to-northeast. These azimuths also correspond to locally high topography and large variations in relief (measured by the topographic gradient or slope) relative to the shot point suggesting amplification by topographic highs and enhanced conversion of \(P\) -to-\(S\) propagation modes at topographic relief.

Theoretical studies based on incident plane-waves (Bouchon, 1973; Campillo and Bouchon, 1985; Sanchez-Sesma, 1983;) and elastic finite difference (FD) modeling (Boore, 1972) showed that topography impacts seismic motions when the seismic wavelength is comparable to the size of topographic features. These studies indicated that motions are amplified at topographic peaks and de-amplified in valleys. Chaljub (2006) showed that amplification occurs at topographic highs around the Grenoble alpine valley using the spectral element method (SEM) up to 2 Hz. Recently, Myers et al. (2007) clearly showed that \(S\)-waves are generated by shallow explosions at steep topographic relief using a combination of forward and time-reversed simulations. Further simulations and analyses will be performed to investigate these effects for the North Korean tests.

**Modeling Intermediate Period (10-50 seconds) Complete Waveforms in 3D Earth Models**

Improvements in topographic imaging methods and the availability of high-quality seismic data (travel times and broadband waveforms) have led to improvements in estimates in 3D seismic structure on continental and regional scales. Examples of recent 3D models include the following models: CUB2.0 (Shapiro and Ritzwoller, 2002); WENA1.0 (Pasyanos et al, 2004); Tethys (van der Lee et al., 2007); s2.9EA (Kustowski et al., 2008); JWM (Reiter and Rodi, 2008) and TX2009 (Simmons et al., 2009). These models resolve structure near the surface on 100-300 km scales and cover global (CUB2.0, S29EA, TX2009) and Eurasia (WENA1.0, Tethys, JVM). Importantly, these models are generated with different methods and data types, in many cases models are estimated from multiple data types. We seek to evaluate these models’ ability to predict complete waveforms as a function of frequency. The goal being that if waveform predictions are accurate we may be able to use 3D models and simulations of complete waveforms for event analysis, such as depth determination, moment tensor estimation and yield determination. For this effort we are using the spectral element method (SEM) code SPECFEM3D (Komatitsch and Vilotte, 1998; Komatitsch and Tromp, 1999; Komatitsch et al., 2000). This code computes the response of the earth to moment tensor forcing in spherical geometry with fully 3D seismic velocity (including anisotropy) and density variations.

**Figure 5 (a, left) Map of events (focal mechanisms) and stations for which we evaluating 3D models of the Middle East. The locations of the 11/27/2005 Qeshm Island earthquake and station BLJS (Saudi Arabia) are indicated. (b, right) Comparison of observed (blue) and synthetic waveforms for the 1D iasp91 (green) and 3D CUB2.0 (red) waveforms for the Qeshm Island events on the transverse component at station BLJS for a suite of frequency bands. Also shown are the linear correlation, \(r\), and delay time, \(\delta t\), as a function of frequency.**
In order to investigate the ability of current 3D models to predict complete waveforms we developed a simple method to systematically compare observed and synthetic waveforms for well-characterized events. The windowed waveform segments for a data-synthetic pair for a given event-station-channel are compared for a suite of overlapping frequency bands (9–96 seconds). At each frequency, we compute the cross-correlation and report the delay time for optimal waveform alignment and the linear correlation at the delay to reduce waveform mismatch into simple measures of timing and waveform shape, respectively.

Figure 5a shows the events and stations for which we have well-determined source parameters from Cut-and-Paste (Helmberger et al., 2008). We show only the comparison of data and synthetics for one path: the 11/27/2005 Qeshm Island, Iran (Mw 5.8) earthquake to station BLJS in southwestern Saudi Arabia. The transverse component waveforms are compared in overlapping frequency bands between 0.1-0.01 Hz (periods 9–96 seconds). Synthetics were computed for the 1D iasp91 (Kennett and Engdahl, 1991) and CUB2.0 (Shapiro and Ritzwoller, 2002) models. This particular path clearly shows how the 3D CUB2.0 model predicts the observed waveform better than the 1D iasp91 model—note that the delay time is closer to 0 (measuring phase error) and the linear correlation (measuring waveform mismatch) is larger across the period band. Note however, that there appears to be scattered surface-wave energy at late times (600–700 seconds) in the band 18–48 seconds that is not predicted by the synthetics and the waveforms are very complex in the band 9–18 seconds where neither model predicts the observed long duration.

Figure 6 shows the waveform misfit performance of the 1D iasp91 and 3D CUB2.0 models for Love waves between 18–36 seconds. The waveform misfit measurements are plotted for each event at the station location with the size proportional to the linear correlation (bigger means better waveform match) and the color according to the color scale. Note that the 3D CUB2.0 model shows markedly better predictions of the observed waveforms with the delay times on average closer to zero and the linear correlations higher than for the 1D iasp91 model (see histograms of waveform misfit). Note that the delay times for the 3D CUB2.0 model show a systematic spatial pattern that suggests how the model could be improved.

Again the 2006 and 2009 North Korean nuclear tests offer important tests of 3D waveform modeling for NEM. In the previous Monitoring Research Review (Rodgers et al., 2008) we showed that the 3D wave propagation effects likely cause complexity in the BJT (Beijing, China) recordings of the 2006 North Korean nuclear test. However, this event was relatively small (M0 = 3x1021 dyne-cm) and signal-to-noise ratios (SNR) were low. The recent May 25, 2009, nuclear test was about 6 fives larger (M0 = 1.8x1022 dyne-cm) based on complete regional waveform modeling (Dreger et al., 2009). This provides improved SNR over the 2006 event, allowing us to investigate path effects with clearer signals.
We computed SEM synthetics for the 2009 nuclear test using the isotropic source model of Dreger et al. (2009) and three seismic models: iasp91 (Kennett and Engdahl, 1991; s2.9ea (Kustowski et al., 2008) and CUB2.0 (Shapiro and Ritzwoller (2002). Figure 7 shows the three-component waveform comparisons in the frequency band 0.02-0.05 Hz (20-50 seconds) at stations MDJ (Mudanjiang, China), INCN (Inchon, South Korea), TJN (Taejon, South Korea), BJT (Baijiantuan, China), HIA (Hailar, China) and MAJO (Matsushiro, Japan). In this period band, the iasp91 model predicts the observed response quite well with the exception of the oceanic path to MAJO. For the path to MAJO the s2.9ea model predicts the observed waveforms (distance 1144 km) very well. Note that the observed waveforms show weak but clear energy on the transverse components. Dreger et al. (2009) report that these data can be fit with a deviatoric moment tensor with significant CLVD component. Our simulations show that propagation from an isotropic source in the CUB2.0 model results in energy on the transverse component, however the amplitudes are generally weaker and the timing is inconsistent with the observations. Further investigations are needed to determine if current and future 3D models can consistently predict propagation effects and allow for unbiased source estimates.

![Figure 7. Comparison of observed (blue) and synthetic (red) seismograms for the May 25, 2009 North Korean nuclear test at six regional stations in the band 0.02-0.05 Hz for three models: iasp91, s2.9ea and CUB2.0 (see text). Note the upper row has a different time scale (300 seconds) than for the more distant stations shown in the lower row (500 seconds).](image)

**CONCLUSIONS AND RECOMMENDATIONS**

This study shows how simulations of wave propagation in 3D earth models on high-performance computers can improve understanding and prediction of seismic observables relevant to nuclear explosion monitoring. The current efforts are focused on: 1) modeling shockwaves emerging from UNE's in different emplacement conditions (geologies) with GEODYN and coupling GEODYN-to-WPP to propagate motions to seismic distances; 2) modeling the effect of surface topography on seismic ground motions with emphasis on the recent North Korean nuclear tests; and 3) modeling intermediate period complete waveforms at regional distances.

Specific conclusions from our shockwave modeling investigations show that the emplacement material has a strong effect on the amplitude and frequency content of seismic motions. We performed a series of fully contained 1-kiloton explosions in three canonical materials (granite, tuff and alluvium). Strong materials (granite) result in very short duration, high-amplitude and high-corner frequency motions, while weaker materials are lower amplitude and have lower corner frequency. We are currently analyzing the effect of depth-of-burial and cavity size on the character of motions. Coupling of GEODYN motions to WPP will allow us to propagate motions to local distances (< 10 km) where we will be able to model ground motion data from historical nuclear tests. This will help understand the impact of emplacement conditions and 3D structure on observed ground motions for actual nuclear tests.

We have enhanced WPP to include free-surface topography and run preliminary simulations of the 2006 and 2009 North Korean nuclear tests. The two shots were located relatively close together (< 5 km) but the simulations show significant differences in the elastic response. Notably the P- and S-waves that would ultimately propagate to teleseismic distances show azimuthal differences in the amplitudes and waveform shapes. The P-waves at a given azimuth show surprising differences in waveform shape for the two events that suggests that in such a region of rough topography the waveforms would decorrelate rapidly with source separation. The topography clearly causes differences in the azimuthal dependence of S-wave generation that would likely be revealed in differences in Sn, Lg
and possibly short-period surface wave generation. More remains to be investigated to improve understanding of how topography impacts observed waveforms in general and for these specific nuclear tests.

We are investigating the ability of 3D seismic models to predict observed regional complete waveforms at intermediate periods (10–50 seconds). The comparison of observed and simulated waveforms should be done in several frequency bands because not surprisingly the propagation is strongly frequency dependent. In the Middle East we have done preliminary comparisons of 3D model performance, but have not analyzed the performance of different models for the available events and waveforms. This type of analysis will help evaluate 3D models for waveform predictions of scenario events, moment tensor estimation using 3D synthetics and starting models for adjoint waveform tomography (Tromp et al., 2005; Savage et al., these Proceedings).

These efforts are preliminary, however results are promising and we believe they should be continued. Currently we are spending a substantial part of the effort on developing methods to accurately and efficiently run simulations. As methods evolve we will focus on comparing simulation results with data.
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