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Abstract The interactions between reactive fluids and solids are critical in Earth dynamics. Implications
of such processes are wide ranging: from earthquake physics to geologic carbon sequestration and the
cycling of fluids and volatiles through subduction zones. Peridotite alteration is a common feature in
many of these processes, which—despite its obvious importance—is relatively poorly understood from a
geodynamical perspective. In particular, although frequently observed in nature, it is still unknown how
rocks can undergo 100% hydration/carbonation. One potential explanation of this observation is the
mechanism of reaction-driven cracking: that volume changes associated with these reactions are large
enough to fracture the surrounding rock, leading to a positive feedback where new reactive surfaces are
exposed and fluid pathways are created. The purpose of this study is to investigate the relative roles of
reaction, elastic stresses, and surface tension in alteration reactions. In this regard, we derive a system
of equations describing reactive fluid flow in elastically deformable porous media, which we apply to a
model of serpentinization in a subseafloor environment. The stoichiometry of the serpentinization reaction
predicts net volume reduction of the multiphase system, which, according to our numerical simulations, can
lead to failure in tension. We also explore a parameterization of surface energy in the model, which allows
fluid to infiltrate regions of dry peridotite, significantly changing the stresses and potentially leading to
growing crack fronts.

1. Introduction

The interaction of reactive fluids and solids in regions of the Earth’s outer brittle shell is important in many geo-
dynamic processes. This covers a broad range of the Earth’s activity, from chemical weathering at the Earth’s
surface to the global carbon cycle, supporting chemosynthetic microbial habitats, water cycling through
subduction zones, and geologic carbon sequestration. Specific examples of processes where reactive-brittle
dynamics may play a critical role include alteration during hydrothermal circulation and cooling at oceanic
spreading centers (Craft & Lowell, 2009), the transport of volatiles from the subducting lithosphere to the
mantle wedge source of arc magmas (Gorman et al., 2006), alteration resulting from bending-related fault-
ing at subduction zones (Ranero et al., 2003), sustaining alteration along oceanic transform faults (Roland
et al., 2010), the transformation of bedrock to saprolite by spheroidal weathering (Fletcher et al., 2006); and
dehydration/decarbonation reactions in the subducting mantle and crust, which may have implications for
intermediate-depth earthquakes (Kirby et al., 1996) and fluid transport (Wilson et al., 2014).

Peridotite alteration—which includes both hydration and carbonation reactions—is a common feature in
many of these processes. Mantle peridotite is thermodynamically unstable at near-surface conditions and
therefore tends to react rapidly with the atmosphere and surface waters when it is unearthed from the depths
(Malvoisin et al., 2012; Martin & Fyfe, 1970). In regions where mantle peridotite is exposed, for example, the
Samail ophiolite in the Sultanate of Oman, carbonate veins formed during peridotite alteration have an aver-
age 14C age of ≈26,000 years (Chavagnac, Ceuleneer, et al., 2013; Chavagnac, Monnin, et al., 2013; Kelemen &
Matter, 2008; Kelemen et al., 2011; Mervine et al., 2013). Thus, the process of alteration in the Samail ophio-
lite is still happening to this day, in keeping with similar processes elsewhere (e.g., California, Barnes & O’Neil,
1969; Italy, Bruni et al., 2002; New Caledonia, Barnes et al., 1978), where it is estimated that 104 –105 tonnes of
CO2 are being consumed per year. In light of this observation, it has been proposed that the process of natural
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olivine carbonation could be exploited as a means of storing large amounts of CO2 (Kelemen & Matter, 2008;
Kelemen et al., 2011).

The current understanding of the alteration process is limited, however, and there is particular uncertainty
regarding the feedbacks between mineral reactions and fluid transport. For one thing, observations of 100%
hydrated peridotites (serpentinites) and carbonated peridotites (listvenites) appear to contradict the idea that
fluid-rock reactions involving an increase in solid volume are self-limiting (e.g., Aharanov et al., 1998; Ten-
thorey et al., 1998). This self-limiting behavior can be attributed to several negative feedbacks, one example
being that hydration/carbonation reactions can resu lt in a net solid volume increase. This may reduce the
permeability, limiting the remaining fluid from accessing unreacted areas of the solid. Another important
negative feedback could be armoring of reactive surfaces by newly formed reaction products—for example,
serpentine or carbonate minerals—so that continued reaction is limited by slow diffusion.

There are two main theories that have been offered to explain how 100% hydration/carbonation can occur
in spite of these negative feedbacks. The first is that replacement reactions occur at constant volume; that
is, the increase in solid volume is offset by the dissolution/export of chemicals back into the fluid (Fletcher &
Merino, 2001). However, analysis of serpentinites and listvenites suggests that aside from the addition of water
into the peridotite, the formation process occurs under isochemical conditions (i.e., the bulk composition of
the rock remains largely unchanged) (Coleman & Keith, 1971; Falk & Kelemen, 2015; Kelemen et al., 2017).
The second theory proposes that elastic stresses associated with large volume changes during reaction are
sufficient to fracture the host rock (Macdonald & Fyfe, 1985). The generation of fractures may introduce a
positive feedback where fluid pathways are created and new reactive surfaces are exposed, thus allowing the
reaction to go until completion. This so-called reaction-driven cracking has motivated several recent studies
of peridotite serpentinization and carbonation (Iyer et al., 2008; Jamtveit et al., 2008, 2011; Kelemen & Hirth,
2012; Kelemen & Matter, 2008; Kelemen et al., 2011; Malvoisin et al., 2017; Plümper et al., 2012; Rudge et al.,
2010; Ulven, Jamtveit, & Malthe-Sørenssen, 2014; Ulven, Storheim, et al., 2014; Zhu et al., 2016).

To understand the basic feedbacks in peridotite alteration, we use a model that aims to capture the essen-
tial chemistry and physics of this process. This model is an extension of Biot’s equations of poroelasticity
(Biot, 1941) that includes reaction between fluid/solid phases and surface energy effects. The derivation of
the model is based closely on the theory of magma transport in viscously deformable mantle rock, which is
a macroscopic description of mass, momentum, and energy conservation that was originally developed by
McKenzie and others in the 1980s (Fowler, 1985; McKenzie, 1984; Scott & Stevenson, 1986) and later extended
by others (e.g., Bercovici & Ricard, 2003; Bercovici et al., 2001a, 2001b; Katz et al., 2006; Katz, 2008; Keller et al.,
2013; Rudge et al., 2011; Scott & Stevenson, 1989; Spiegelman, 1993a, 1993b; Spiegelman et al., 2001). To
address the problem of fluid migration into regions of low permeability, we consider the potential for fluid flow
driven by gradients in surface energy; this has been examined by others in the context of melt/fluid migration
in partially molten rock (Bercovici & Ricard, 2003; Bercovici et al., 2001a, 2001b; Hier-Majumder et al., 2006;
Stevenson, 1986).

The structure of the paper is as follows. Section 2 details the model derivation. Section 3 discusses the
constitutive choices. In Section 4 we nondimensionlize the system of equations and interpret the resulting
dimensionless parameters. In section 5 we outline the geometrical setup of the model, the boundary/initial
conditions and discuss the ranges of parameters relevant to serpentinization of peridotite in a subseafloor
setting. The results of the numerical simulations are presented and analyzed in section 6, which is broken
down into three subsections that discuss (i) the fundamental behavior of the model (in the absence of sur-
face energy), (ii) how the behavior of the model varies over the space of parameters and initial conditions, and
(iii) the behavior when surface energy is included. Further discussion of the implications of these results and
limitations of the model is provided in section 7, and a summary of the key conclusions is stated in section 8.
Details of the numerical implementation are provided in Appendix B.

2. Governing Equations
2.1. Conservation of Mass
In this section we derive mass conservation equations for a general hydration reaction of the form

A + H2O → B, (1)

where H2O is water, A is the (immobile) solid reactant, and B is the solid product. Treating each of these
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constituents as a separate phase leads to the following mass conservation statements:

𝜕

𝜕t
(𝜌f𝜙f ) + ∇ ⋅ [𝜌f𝜙f vf ] = 𝜈f R, (2)

𝜕

𝜕t
(𝜌A𝜙A) + ∇ ⋅ [𝜌A𝜙AvA] = 𝜈AR, (3)

𝜕

𝜕t
(𝜌B𝜙B) + ∇ ⋅ [𝜌B𝜙BvB] = 𝜈BR, (4)

where 𝜙i is the volume fraction of phase i, 𝜌i is the density, vi is the velocity, 𝜈i is related to the stoichiometric
coefficients for the reaction (see below), and R is the mass transfer rate of the full reaction (units: kg⋅m−3⋅s−1).
From this point on we will use 𝜙 in place of 𝜙f to represent the fluid phase fraction (i.e., the porosity). It should
also be noted that 𝜙 is always the porosity under fully fluid saturated conditions.

Equations (2)–(4) are also subject to the following constraints:

𝜙 + 𝜙A + 𝜙B = 1, (5)

𝜌A𝜙A + 𝜌B𝜙B = 𝜌s(1 − 𝜙), (6)

where 𝜌s is the density of the composite solid. The stoichiometric coefficients as written in equations (2)–(4)
represent concentrations (in weight percent) of each of the components in the reaction. By convention, sto-
ichiometric coefficients are negative for reactants and positive for products. If mi denotes the molar mass of
phase i, then the stoichiometric coefficients can be written as

𝜈f = −
mf

mB
, 𝜈A = −

mA

mB
, 𝜈B = 1, (7)

where mA + mf = mB must hold (De Groot & Mazur, 1962).

We assume that the solid phase is mechanically homogeneous—meaning that we can introduce a single solid
velocity vs —and that 𝜌A and 𝜌B may be treated as constants. These two assumptions allow us to rewrite (3) as

Ds𝜙A

Dt
= −𝜙A∇ ⋅ vs +

𝜈A

𝜌A
R. (8)

These two assumptions in conjunction with equation (5) allow us to write the sum of equations (3) and (4) as

Ds𝜙

Dt
= (1 − 𝜙)∇ ⋅ vs −

[
𝜈A

𝜌A
+

𝜈B

𝜌B

]
R, (9)

which shows that changes in fluid content (porosity) are a balance of mechanical volumetric strain and
reactions. We can use equation (2) to obtain an expression for ∇ ⋅ [𝜙vf ]:

∇ ⋅ [𝜙vf ] =
𝜈f

𝜌f
R − 𝜕𝜙

𝜕t
− 𝜙

𝜌f

Df𝜌f

Dt
, (10)

where the last term on the right-hand side represents changes in fluid density. We can then use equation (9)
to obtain an expression for ∇ ⋅ [(1 − 𝜙)vs]:

∇ ⋅ [(1 − 𝜙)vs] =
[
𝜈A

𝜌A
+

𝜈B

𝜌B

]
R + 𝜕𝜙

𝜕t
. (11)

Finally, adding equations (10) and (11) yields

∇ ⋅ vs + ∇ ⋅ [𝜙(vf − vs)] =
[
𝜈f

𝜌f
+

𝜈A

𝜌A
+

𝜈B

𝜌B

]
R − 𝜙

𝜌f

Df𝜌f

Dt
, (12)

which says that volumetric solid strain depends on divergence of the separation flux, changes in liquid
density and volume change on reaction, the latter of which can be positive or negative depending on the
stoichiometry and relative densities of products and reactants.
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2.2. Conservation of Momentum
A quasi-static force balance between the mechanical phases states that

∇ ⋅ [𝜙𝜎f ] + 𝜙𝜌f g + Ff = 0 (13)

∇ ⋅ [(1 − 𝜙)𝜎s] + (1 − 𝜙)𝜌sg + Fs = 0, (14)

where 𝜎f and 𝜎s are the macroscopic stress tensors for the fluid and solid, and g is the gravitational accelera-
tion. The interphase forces Ff and Fs represent volume-averaged forces at the microscopic fluid-solid interface.
Note that positive stresses are tensile.

To close equations (13) and (14) requires constitutive relations for the solid and fluid stresses in terms of pres-
sures, velocities, and/or displacements. As the rheology of the two-phase aggregate should depend only on
the stresses associated with its deformation, we formulate the solid stress in terms of an effective stress 𝜎

′
.

This measures the stress in excess of the fluid pressure and is defined in terms of the total stress 𝜎s and fluid
pressure Pf as

𝜎
′ ≡ (1 − 𝜙)

[
𝜎s + Pf I

]
. (15)

An unconfined, homogeneous region of fluid-infiltrated porous rock that has undergone some amount of
reaction will experience a perfectly uniform volume change that is stress-free. This nonelastic strain—or
eigenstrain—is analogous to, for example, thermal expansion or plastic strain (Mura, 1987; Timoshenko &
Goodier, 1970) and has also been considered in the context of reaction-driven fracturing (Ulven et al., 2014).
Assuming an isotropic linear elastic solid, the strain 𝜖′ that is responsible for generating elastic stresses is
given by

𝜖′ = 𝜖 − 𝜖∗, (16)

where 𝜖 is the Cauchy strain tensor and 𝜖∗ is the eigenstrain due to the reaction. The effective stress 𝜎′ can
then be written in terms of 𝜖′ as

𝜎
′ = 2G𝜖′ + 𝜆Tr(𝜖′), (17)

where G is the elastic shear modulus, 𝜆 is the first Lamé parameter, and Ke = 2G
3
+ 𝜆 is the elastic bulk mod-

ulus. Note that the definition of the effective stress in (17) makes the assumption of small strains, though it is
possible to extend the theory to finite strain (e.g., MacMinn et al., 2016).

The fluid stress tensor can be expressed in terms of its deviatoric and isotropic components as

𝜎f = 𝜏f − Pf I. (18)

At macroscopic scale, the dominant stress in low-viscosity fluid is the pressure as fluctuations in deviatoric
stress homogenize to zero (Simpson et al., 2010a, 2010b). This suggests that it is appropriate to assume that
the mean deviatoric stress in the fluid is negligible, implying that

𝜎f = −Pf I. (19)

We assume that the fluid and solid experience equal and opposite forces at the interface and that the force
exerted on the solid can be written as

Fs = d(vf − vs) − Pf∇𝜙 − ∇es, (20)

where d is a (potentially tensor valued) drag coefficient and es is the net surface energy of the two-phase
aggregate. The first term on the right-hand side of (20) is a frame-independent interaction term that accounts
for the relative motion of the fluid and solid at the interface, the second term is the fluid pressure acting
normal to the interface, and the final term is the surface tension force. The assumption that Ff = −Fs deviates
from previous treatments of interfacial tension in the context of two-phase systems (e.g., Drew & Segel, 1971;
Bercovici et al., 2001a; Stevenson, 1986), where it is generally assumed that the interphase forces are not equal
in the presence of surface tension/energy. While this is the case for two immiscible fluids, it is not clear how
this extends to a fluid-infiltrated elastic solid. Moreover, our assumptions lead to a system that is consistent
with recent studies of poromechanical swelling (see, e.g., Bertrand et al., 2016), in which the fluid flux is driven
by chemical potential gradients.
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Substituting (20) and (19) into the fluid momentum equation (13) yields

d(vf − vs) = −𝜙
[
∇Pf − 𝜌f g − 1

𝜙
∇es

]
. (21)

As the drag coefficient tensor must be symmetric positive definite—and therefore invertible—we may
rewrite the above as

𝜙(vf − vs) = −𝜙2d−1

[
∇Pf − 𝜌f g − 1

𝜙
∇es

]
. (22)

To complete the correspondence with Darcy’s law, we set

𝜙2d−1 =
K𝜙

𝜇
, (23)

where 𝜇 is the fluid viscosity and K𝜙 is the permeability tensor. Using (22) and (23) allows us to rewrite (12) as

∇ ⋅ vs = ∇ ⋅
K𝜙

𝜇

[
∇Pf − 𝜌f g − 1

𝜙
∇es

]
+
[
𝜈f

𝜌f
+

𝜈A

𝜌A
+

𝜈B

𝜌B

]
R − 𝜙

𝜌f

Df𝜌f

Dt
. (24)

Rather than solving (14) directly, we combine (14) and (13) to obtain an equation for the mean stress 𝜎̄ ≡
𝜙𝜎f + (1 − 𝜙)𝜎s:

∇ ⋅ 𝜎̄ + 𝜌̄g = 0, (25)

where 𝜌̄ = 𝜙𝜌f + (1 − 𝜙)𝜌s. Substituting (15) into (25) yields

∇ ⋅ 𝜎
′ − ∇Pf + 𝜌̄g = 0. (26)

To summarize, conservation of momentum for the solid is equivalent to equation (26). Conservation of
volume/mass coupled to conservation of momentum for the fluid is equivalent to equation (24).

Under the assumption of infinitesimal elastic strains we may assume that D
Dt

≈ 𝜕

𝜕t
, and hence that

∇ ⋅ vs ≈
𝜕

𝜕t
∇ ⋅ us, (27)

where us is the total displacement of any particle from its initial configuration. The equation of state for the
fluid is expressed as

1
𝜌f

𝜕𝜌f

𝜕t
= 1

Kf

𝜕Pf

𝜕t
, (28)

where Kf is the bulk modulus of the fluid.

The full system of equations for mass and momentum conservation may now be written as follows:

∇ ⋅ 𝜎′ − ∇Pf + 𝜌̄g = 0, (29)

𝜕𝜙

𝜕t
= (1 − 𝜙)∇ ⋅ u̇s −

[
𝜈A

𝜌A
+

𝜈B

𝜌B

]
R, (30)

𝜕𝜙A

𝜕t
= −𝜙A∇ ⋅ u̇s +

𝜈A

𝜌A
R, (31)

∇ ⋅ u̇s +
𝜙

Kf

𝜕Pf

𝜕t
= ∇ ⋅

K𝜙

𝜇

[
∇Pf − 𝜌f g − 1

𝜙
∇es

]
+
[
𝜈f

𝜌f
+

𝜈A

𝜌A
+

𝜈B

𝜌B

]
R. (32)

If we neglect terms due to the reaction and surface tension, then the equations derived above are equivalent
to those obtained from the theory of Biot (1941). This equivalence is shown in Appendix A.

3. Constitutive Relations

To solve the system (29)–(32) requires closures for the net surface energy es, the permeability K𝜙, the eigen-
strain 𝜖∗, and the reaction rate R. Derivations of their individual forms are described in the subsequent sections.
We note that in macroscopic descriptions such as this one, critical constitutive relations depend on the
microstructure of pores and grains. There are several techniques that allow closures to be derived in a more
rigorous manner (e.g., homogenization or volume averaging); however, for illustrative purposes we consider
here a simple consistent formulation based on one particular microstructure. This particular choice yields
a tractable and understandable model that clearly highlights the relative contributions of the competing
processes in equations (29)–(32), but other choices are possible and can be explored as necessary.
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3.1. Surface Energy
We propose that the net surface energy of a cracked or granular medium takes the following form:

es = 𝛾ss𝛼ss + 𝛾sl𝛼sl, (33)

where for solid-solid contacts we denote 𝛾ss as the surface energy per unit area and 𝛼ss as the specific surface
area per unit volume. Both 𝛾sl and 𝛼sl are defined similarly for solid-liquid contacts. Both 𝛼ss and 𝛼sl will depend
on material properties of the solid, such as total crack density or grain size, and the porosity𝜙. Here we assume
that the material properties are fixed, so that the interfacial surface area changes in response to variations
in porosity only, although these may evolve once the solid is allowed to deform via recrystallization and/or
fracture (e.g., Malvoisin et al., 2017).

Constitutive forms for 𝛼sl and 𝛼ss will depend on the microstructure of the two-phase medium. Here we con-
sider a microstructure where fluid is distributed within an interconnected network of microcracks. In what
follows, we define w as the average wetted crack aperture, Nc as the average number of cracks per unit vol-
ume, and Af and As as the average surface area of wetted and unwetted cracks, respectively. If the wetted
cracks are assumed to have cross-sectional length l and height h, then the surface area is given by Af = 2lh.
We may therefore write 𝛼sl as

𝛼sl = 2Nclh, (34)

and the porosity 𝜙 as
𝜙 = Nclwh, (35)

so that
𝛼sl =

2𝜙
w

. (36)

If we assume that the unwetted cracks have a constant reference length l0 when 𝜙 = 0, then the surface area
can be written as As = (l0 − l)h, which yields

𝛼ss = Nc(l0 − l)h, (37)

which using (34) becomes
𝛼ss = Ncl0h − 𝛼sl∕2. (38)

Assuming constant Nc and h, we may write the gradient of es as

∇es =
(
𝛾sl −

𝛾ss

2

)
∇𝛼sl. (39)

Based on analyses of single isolated veins, Vermilye and Scholz (1995) suggest that crack width and length
can be related by

w = 𝛿l, (40)

where 𝛿 is the crack aspect ratio. This allows to to rewrite (35) as

𝜙 =
Ncw2h

𝛿
. (41)

If we assume that the microstructure is invariant along some axis, then the porosity can be equivalently char-
acterized as an area fraction, meaning that 𝜙 can absorb a factor of h without changing its interpretation.
Under this assumption we can express w in terms of 𝜙 as

w =
(
𝜙𝛿

Nc

)1∕2

. (42)

This says that as 𝜙 is increased, both the width and length will increase while maintaining a constant aspect
ratio 𝛿. We may therefore write the gradient of es as

∇es = −Δ𝛾
(

Nc

4𝛿𝜙

)1∕2

∇𝜙, (43)

where Δ𝛾 = 𝛾ss

2
− 𝛾sl. The surface energy term in (43) drives fluid flow in the direction of decreasing or

increasing porosity, depending on the sign of Δ𝛾 .
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3.2. Permeability
Under the assumption that the porous medium is isotropic, we may replace the permeability tensor K𝜙 by a
scalar K𝜙. Following Gueguen and Dienes (1989), we use the following form for K𝜙:

K𝜙 = Cw2𝜙, (44)

where w is the crack width and C is a constant that depends on the pore geometry (C ≈ 1∕3 in this case).
Substituting equation (42) into the above yields

K𝜙 = w2
0𝜙

2, (45)

where w0 is a reference crack width, which is defined as

w0 =
(

C[𝜙]𝛿
Nc

)1∕2

, (46)

where [𝜙] is the reference value used in the porosity scaling.

3.3. Eigenstrain
To determine an appropriate form for the eigenstrain due to the reaction 𝜖∗, we first consider the evolution
of a general spatial coordinate x(t) for a piece of material. A basic decomposition of x(t) is

x(t) = x0(t) + u′
s(t), (47)

where x0(t) is the coordinate of the equilibrium reference system that is stress-free, and u′
s(t) are displace-

ments from equilibrium that lead to elastic stresses. It follows that the solid velocity vs = ẋ(t), which can be
substituted into the left-hand side of (24). Assuming that x0(t) is controlled by the reaction and that the elastic
stresses only depend on u′

s(t), it follows that the eigenstrain can be written as

𝜖∗ = (∇ ⋅ x0)I, (48)

which using (24) implies that

𝜖∗ =
(
∫

t

0
∇ ⋅ ẋ0(t′) dt′

)
I (49)

=
(
∫

t

0
R∗(t′) dt′

)
I, (50)

where R∗(t) =
[
𝜈f

𝜌f
+ 𝜈A

𝜌A
+ 𝜈B

𝜌B

]
R. Again, we note that R∗ can be positive or negative (where R> 0 for a forward

reaction) depending on the relative stoichiometry and density of reactants and products.

3.4. Reaction Rate
For systems that are out of equilibrium, the theory of nonequilibrium thermodynamics (De Groot & Mazur,
1962; Prigogine, 1967) states that chemical processes are driven by the degree of disequilibrium or the affinity.
The affinity A is a scalar measure of disequilibrium for the system, which for a general reaction is defined as

A = −ΔrG = −
∑

i,k

𝜈k
i 𝜇

k
i , (51)

whereΔrG is the Gibbs free energy of the reaction and𝜇k
i and 𝜈k

i are the chemical potential and stoichiometric
coefficient of component k in phase i, respectively. The above is summed over all phases and components. We
note that, in equilibrium, the chemical potential of every component in every phase is equal, that is, 𝜇k

i = 𝜇k
j

for component k in phases i and j. As conservation of mass requires that
∑
i,k
𝜈k

i = 0, this implies that A = 0

when the system is in equilibrium. Peridotite and water can only be in equilibrium at high temperatures (see,
e.g., phase diagram 4 (d) in van Keken et al., 2011). As we are considering processes at near-surface conditions
(low P and T), it is unlikely that any changes in temperature are large enough to moderate the reaction: any
fluid that is present will likely be exhausted before the system reaches equilibrium. It would therefore seem
reasonable to assume that ΔrG is constant in what follows; however, in higher temperature settings (e.g., a
subducting slab) this will not be the case.
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We propose that the reaction rate R is proportional to the chemical affinity A, a kinetic rate constant r, and the
available reactive surface area a. Although beyond the scope of this paper, the kinetic rate r will be affected
by changes in temperature and pressure. For the available surface area we will assume a to take the form
suggested by Rudge et al. (2010):

a = a0𝜙𝜙A, (52)

where a0 is a reference reactive surface area (per unit volume), which we assume to be equal to the inverse
of the reference crack width 1∕w0. Although we have chosen a particular form for the available surface area
function a, we could have equally chosen any suitable function subject to the constraint that a → 0 as 𝜙 → 0
and 𝜙A → 0. In practice, a should represent (macroscopically) the effect of the changing microstructure with
reaction progress. In particular, it should describe the effect of armoring of reactive surfaces. Although the
choice of a in (52) does not explicitly capture the effect of armoring, it could do by, for example, adding the
modification that a = 0 for 𝜙B >𝜙crit

B , which is to say that there is some critical amount of solid product 𝜙crit
B

that armors the wall of the pore space to prohibit any further reaction.

The simplest form for the reaction rate R given the above assumptions is as follows:

R = mBra0
A

RsT
𝜙𝜙A, (53)

where Rs is the universal gas constant (J⋅mol−1⋅K−1), T is temperature (K), and mB is the molecular weight of ser-
pentine (kg/mol). The factor of 1∕RsT has been included in order to make the thermodynamic disequilibrium
term nondimensional.

4. Scaling

To nondimensionlize equations (29)–(32) we introduce the following scalings:

x = [x]x′
, (𝜙, 𝜙A) = ([𝜙]𝜙′

, [𝜙A]𝜙
′

A),

(Ke, G) = [Ke](K
′

e, G
′ ), t = [x]

[vf ]
t
′
,

K𝜙 = [K𝜙]K
′

𝜙
, Pf = [Pf ]P′

f ,

us = [us]u
′

s

where primed terms represent dimensionless variables and bracketed terms represent their characteristic
scalings. The characteristic separation flux [vf ] is given by

[vf ] =
[K𝜙][Pf ]
𝜇[x][𝜙]

, (54)

where the reference permeability is [K𝜙] = w2
0[𝜙] and the reference crack width w0 is defined in equation (45).

From equation (29) we observe that a natural choice for the reference fluid pressure is [Pf ] = [𝜙][Ke], which is
the pressure change in response to a volumetric strain of [𝜙] for a solid with an elastic bulk modulus of [Ke].
Substituting this choice for [Pf ] into equation (29) yields a reference solid displacement of [us] = [x][𝜙].

These scalings allow us to rewrite the system of equations (29)–(32) in terms of dimensionless variables as
(dropping primes)

∇ ⋅ 𝜎′
s − ∇Pf +

𝜌̄
𝜌f

ĝ = 0, (55)

𝜕𝜙

𝜕t
= (1 − [𝜙]𝜙)∇ ⋅ u̇s + R𝜙𝜙𝜙A, (56)

𝜕𝜙A

𝜕t
= −[𝜙]𝜙A∇ ⋅ u̇s + R𝜙A

𝜙𝜙A, (57)

∇ ⋅ u̇s + 𝛽𝜙
𝜕Pf

𝜕t
= ∇ ⋅ K𝜙

[
∇Pf − ĝ + 

𝜙1∕2
∇𝜙

]
+ RPf

𝜙𝜙A, (58)

where the elastogravity number , elastocapillary number  , Damköhler number Da, and relative fluid
compressibility 𝛽 are the dimensionless parameters given by

 = Δ𝛾
w0[𝜙][Ke]

, (59)
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 =
𝜌f g[x]
[𝜙][Ke]

, (60)

Da =
R
′ [x]|𝜈A|[𝜙A]
[vf ]𝜌A

, (61)

𝛽 =
[𝜙][Ke]

Kf
, (62)

where R
′ = mBra0A∕RsT and Δ𝛾 has been redefined to absorb a factor of C1∕2

2
. Parameters R𝜙, R𝜙A

, and RPf
are

scaled Damköhler numbers that are defined as follows:

R𝜙 = Da

[
1 +

𝜈B𝜌A

𝜈A𝜌B

]
, (63)

R𝜙A
= −Da

[𝜙]
[𝜙A]

, (64)

RPf
= −Da

[
1 +

𝜈f𝜌A

𝜈A𝜌f
+

𝜈B𝜌A

𝜈A𝜌B

]
. (65)

4.1. Interpretation of Dimensionless Parameters
The elastocapillary number  represents the ratio of surface tension to elastic forces. We would expect sur-
face tension to play a significant role in solid deformation at lengthscales smaller than the elastocapillary
lengthscale 𝛿 ≡ Δ𝛾∕[𝜙][Ke], that is, when

w0 < 𝛿 . (66)

Similarly, gravitational effects will be important when the system size [x] is larger than the elastogravity
lengthscale 𝛿 ≡ [Ke][𝜙]∕𝜌f g, which is the scale over which buoyancy forces are large enough to cause volume
changes of order [𝜙]. The elastogravity number  describes the ratio of these lengthscales.

We may also consider the ratio of buoyancy forces to surface tension, which is represented by the Bond
number Bo:

Bo ≡ 
 =

𝜌f g[x]w0

Δ𝛾
. (67)

This is independent of elastic forces and is small when surface tension is stronger than buoyancy.

The Damköhler number Da is the ratio of the reactive and fluid transport timescales. When the Damköhler
number is large we would observe more reaction progress during the time taken to transport the fluid by a
distance [x], and less reaction progress when it is small.

5. Model Setup

The hydration of peridotite exposed at the seafloor is a key process in the subduction zone water cycle, having
critical implications for arc magmatism and volatile cycling. Alteration of the oceanic plate is especially appar-
ent in tectonic settings where significant fracturing/faulting allows seawater to percolate into the lithosphere,
for example, near slow-ultra slow spreading ridges, fracture zones, and trench-outer rise regions (Faccenda,
2014). Such environments therefore serve as a pertinent setting to apply this model. In particular, we con-
sidered a region of peridotite at the seafloor, which includes a fluid-rich vertical fracture connected to the
overlying seawater. The specific details of the model setup are described in the remainder of this section.

The model domain is a rectangle that is 120-m wide and 100-m high, where the top boundary (z = 0) repre-
sents the seafloor. We take the seafloor depth to be 1,000 m, which is comparable to the depth of the Lost City
hydrothermal field (Kelley et al., 2005). The fluid-rich fracture/fault zone is approximately 1-m wide, beginning
at the center of the top boundary and extending vertically down to a depth of 50 m. The material in the frac-
ture zone is still considered mechanically intact but has an elevated porosity relative to the background. We
set the initial background porosity to be 0.1% and represent the initial fracture zone porosity by 𝜙c

0, which is
assumed to be in the range of 1–10%. Although the permeability in the fracture zone depends on the poros-
ity (see equation (45)), we also allow it to vary by a constant, dimensionless scaling factor K c

𝜙
to account for

changes in tortuosity.
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We assume that the fluid pressure is continuous at the top boundary and initially hydrostatic with depth. A
seafloor depth of 1,000 m implies that the fluid pressure is Pseafloor

f
≈ 10 MPa at the top boundary. The fluid flux

and displacement normal to the boundary at the sides and bottom are zero. Both the tangential and normal
components of the effective stress normal to the top boundary are zero, that is, 𝜎

′
⋅n|z=0 = 0. We assume that

the system is initially in hydrostatic equilibrium, so that the initial condition for the displacement is the solution
to equation (55) given the stated stress/displacement boundary conditions and the hydrostatic initial condi-
tion for the fluid pressure Pf |t=0 = Pseafloor

f
− z. We also assume that the system is initially unserpentinized

(𝜙B|t=0), which implies that 𝜙A|t=0 = 1 − 𝜙|t=0.

5.1. Parameters
5.1.1. Physical Parameters
Equation (46) relates the reference crack width w0 to the reference porosity [𝜙], the crack density Nc, and the
crack aspect ratio 𝛿. For crack densities in the range of 108 –1012 (Hadley, 1976), an aspect ratio of 𝛿 = 10−3

(Vermilye & Scholz, 1995) and a reference porosity of [𝜙] = 10%, we estimate the reference crack width to
lie in the range of w0 ∼ 10−8 –10−6 m. This range of crack widths implies reference permeabilities ranging
between [K𝜙] ∼ 10−17 –10−13 m2, which would lead to a permeability range of K𝜙 ∼ 10−15 –10−11 m2 in the
fracture zone if 1% porosity is assumed. Estimates of permeabilities for upper crust mantle periodotites are
dependent on scale and depth: observations suggest 10−13 –10−10 m2 for shallow depths over large scales (Wu
et al., 2006) and 10−17 –10−14 m2 for greater depths over small scales (Manning & Ingebritsen, 1999). Hydro-
geologic studies in the Oman ophiolite also estimate that a fissured near-surface horizon has a permeability
of 10−14 m2 (Dewandel et al., 2005). These suggest that our estimated permeabilities are reasonable, and
where the permeabilities in the fracture zone are particularly high, we may adjust K𝜙 by increasing the scaling
factor Kc

𝜙
.

From Abramson et al. (1997), the value of the bulk and shear moduli of San Carlos olivine at zero-confining
pressure are Ke = 129.4 GPa and G = 78.0 GPa. We note these values are likely to be an overestimate for this
problem as the elastic moduli will ultimately depend on the porosity and crack density; however, for simplic-
ity we assume that Ke and G are constant, with a reference bulk modulus of [Ke] = 1011 Pa. Using a fluid bulk
modulus of Kf = 2.2 × 109 Pa with this reference bulk modulus yields a dimensionless fluid compressibility of
𝛽 ≈ 4.55 (for [𝜙] = 0.1); as our simulations show that this value of 𝛽 has negligible effect on the overall behav-
ior, we assume its value to be zero for the remainder of this paper. Experimentally derived surface energies
suggest that 𝛾ss ∼ 0.25 − 4 J/m2 (Atkinson & Avdis, 1980; Kelemen & Hirth, 2012; Tapponnier & Brace, 1976).
Studies on quartz-water (Parks, 1984) and melt-olivine (Riley & Kohlstedt, 1991) systems suggest solid-liquid
interfacial energies of ∼ 0.3 J/m2 and ∼ 0.5 J/m2, respectively. As these values are similar (for very different
systems), it seems reasonable to assume that 𝛾sl ∼0.3–0.5 J/m2.

5.1.2. Reaction Rate
This reaction involves the conversion of water and olivine into the hydrous phases serpentine and brucite:

2Mg2SiO4
olivine

+ 3H2O
fluid

→ Mg3Si2O5(OH)4
serpentine

+ Mg(OH)2
brucite

. (68)

The corresponding densities and molar masses for this reaction are summarized in Table 1. At constant
temperature and confining pressure, the change in the Gibbs free energy for this reaction is given by

ΔrG = −RsT ln(Ω), (69)

where Ω is the ratio of the product of stoichiometric activities and the equilibrium reaction coefficient. For
near-surface serpentinization of olivine it is observed that Ω ∼ 107 (Kelemen & Hirth, 2012), which is large
due to the fact that olivine is very far out of equilibrium with water under these conditions. Using the fact that
the affinity A = −ΔrG, we may write

A
RsT

= lnΩ ∼ ln(107). (70)

Experimentally derived rates of serpentinization in the literature are highly variable (Lafay et al., 2012;
Lamadrid et al., 2017; Malvoisin et al., 2012; Martin & Fyfe, 1970; McCollom et al., 2016; Ogasawara et al., 2013;
Wegner & Ernst, 1983) and temperature dependent. Rates in the aforementioned studies range from 10−10

to 10−7 mol⋅m−2⋅s−1 for temperatures in the range of 200–400 ∘C. The temperature will vary considerably
depending on the proximity to the ridge axis, for example, at Lost City where subseafloor temperatures can
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Table 1
Table of Parameters

Definition (unit) Symbol Value

System size (m) [x] 100

Reference porosity [𝜙] 0.1

Reference phase A (olivine) fraction [𝜙A] 1

Characteristic microcrack width (m) w0 10−8 –10−6

Crack aspect ratio 𝛿 10−3

Crack density (m−3) Nc 108 –1012

Reference permeability (m2) [K𝜙] 10−17 –10−13

Initial fracture porosity (%) 𝜙c
0 1–10

Surface energy of solid-solid contacts (J/m2) 𝛾ss 0.25–4

Surface energy of solid-liquid contacts (J/m2) 𝛾sl 0.3–0.5

Reaction coefficient Ω 1 × 107

Kinetic rate constant (mol⋅m−2⋅s−1) r 10−12 –10−8

Viscosity of water (kg⋅s−1⋅m−1) 𝜇 8.90 × 10−4

Reference bulk modulus (Pa) [Ke] 1011

Dimensionless bulk modulus Ke 1

Dimensionless shear modulus G 0.5

Damköhler number Da 10−6 − 102

Elastocapillary number  10−4 –10−2

Elastogravity number  9.81 × 10−5

Density of olivine (kg/m3) 𝜌A 3,300

Density of serpentine (kg/m3) 𝜌B 2,537

Density of water(kg/m3) 𝜌f 1,000

Molecular weight of olivine (kg/mol) mA 0.281

Molecular weight of serpentine (kg/mol) mB 0.335

Molecular weight of water (kg/mol) mf 0.055

reach up to 150 ∘C (Seyfried et al., 2015). Fitted serpentinization rates as function of temperature suggest
that these rates may decrease by ∼1–4 orders of magnitude for temperatures in the range of 50–150 ∘C
(Kelemen & Matter, 2008). Moreover, recent experiments by Lamadrid et al. (2017) show that the rate of ser-
pentinization is heavily influenced by fluid salinity. Given the large uncertainty it seems reasonable that r will
vary by several orders of magnitude. For T ∼100–150 ∘C we could therefore consider rates in the range of
r ∼ 10−12 –10−8 mol⋅m−2⋅s−1.

6. Results

Equations (55)–(58) with the initial and boundary conditions described above, together with parameters
appropriate for seafloor serpentinization were solved using the open-source software TerraFERMA (Wil-
son et al., 2017) which provides a flexible framework for constructing reproducible Finite Element Models
from advanced computational libraries (FEniCS; Alnaes et al., 2015, and PETSc; Balay et al., 2001). Appendix
B provides details of the numerical methods. The TerraFERMA input files (which contain all information,
including equations) for reproducing the models shown in this paper are available in the git repository,
https://github.com/orevans/poroelastic_serpentinization.

6.1. Basic Behavior
Figure 1 shows a typical set of results in the absence of surface energy ( = 0). This particular simulation
used a crack permeability factor of Kc

𝜙
= 100 and a Damköhler number of Da ≈ 22.7. This value of Da was

calculated with an effective reaction rate of R′ = 10−3 kg⋅m−3⋅s−1, which assumes a kinetic rate constant of
r ≈ 10−11 mol⋅m−2⋅s−1 and a reference crack width of w0 = 10−8 m. The initial porosity in the fracture zone
is 𝜙c

0 = 2%. All other parameters are set to their respective values in Table 1. This particular simulation was
run to a nondimensional time of t = 4 (equivalent to ∼1 year). The results in Figure 1 show a snapshot of the
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Figure 1. Results at dimensionless time t = 0.5 (∼0.125 years in this model) for (a) fluid pressure Pf , (b) total solid
volumetric strain ∇ ⋅ us, (c) degree of serpentinization 𝜙B , and (d) magnitude of the fluid flux |q| = |K𝜙(∇Pf − ĝ)|.
Parameters used were Kc

𝜙
= 100, Da = 22.7, r ≈10−11 mol⋅m−2⋅s−1, w0 = 10−8 m, and 𝜙c

0 = 2%. There is no surface
energy ( = 0) and all other parameter values are given in Table 1. The minimum pressure is 2.3 MPa, the minimum
volumetric strain is −0.15%, and the maximum degree of serpentinization is 2.5%. The arrows indicate the direction of
fluid flow, and their lengths are scaled to the magnitude |q|.
solution at t = 0.5, at which time the fluid fraction is approximately half its initial value (𝜙 ∼ 1% in the fracture
zone). Figure 1c shows that by t = 0.5 the degree of serpentinization 𝜙B has reached ∼2.5% in the fracture
zone. Figure 2b shows the time evolution of 𝜙 and 𝜙B at a point in the center of the fracture zone, which
shows that by t = 4 the fluid has been almost entirely exhausted 𝜙 ≈ 0, leading to ∼5.2% serpentinization.
The exponentially decaying rate of fluid consumption/serpentine production is due to the 𝜙𝜙A dependency
in the reaction rate.

Figure 1b shows negative volumetric strains in the fracture zone at t = 0.5. This result is a simple consequence
of the relative densities of water, olivine and serpentine. In particular, the calculated net volume change on
reaction (per unit mass), ΔV , for the serpentinization reaction is

ΔV ≡
[
𝜈A

𝜌A
+

𝜈f

𝜌f
+

𝜈B

𝜌B

]
≈ −2.42 × 10−5 m3/kg, (71)

which is negative because this reaction is essentially replacing a low-density fluid with a solid that is closer in
density to olivine than it is to water. A closed system of olivine and water would necessarily reduce in volume.

Figure 2. Full time evolution between t = 0 and t = 4 for (a) volumetric strain ∇ ⋅ us and (b) both porosity 𝜙 and degree
of serpentinization 𝜙B ; (c) the vertical component of the flux q at the center of the fracture zone (x = 0) as a function of
depth z. We note that negative flux implies downward flow. The curves in panel (c) show the solution at uniformly
spaced times between t = 0.5 and t = 4.
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Figure 3. Results at t = 0.5 for (a) the most tensile principal stress 𝜎′3, (b) the most compressive principal stress 𝜎′1 and
(c) the directions and orientations of the principal axes close to the tip of the fracture zone. The maximum tensile stress
(shown in a) is 80 MPa and the minimum compressive stress (shown in b) is −21 MPa. The orientations of the tensile and
compressive stresses in (c) are represented by the pink and blue arrows, respectively, and the principal axes have been
scaled so that the direction corresponding to the largest principal stress (in absolute value) is unit length. The
background colors show the magnitude of the effective stress, where red is high and blue is low.

The volumetric strain in the background is positive as it must expand to accommodate the contraction of the
reacting material. Figure 1a shows that the removal of fluid by the reaction leads to subhydrostatic pressures
in the fracture zone (∼2 MPa). The evolution of the volumetric strain at a point in the center of the fracture
zone is shown in Figure 2a, which indicates that the net volume change due to the reaction is negative and
monotonic decreasing with time. Figure 1d shows the magnitude and direction of the fluid flux close to the
upper boundary: negative pressure gradients along the fracture causes downward pumping of fluid, as indi-
cated by the direction of the arrows. Figure 2c shows the vertical component of the flux q in the fracture zone
as a function of depth and time, where the different curves show q at uniformly spaced times between t = 0.5
and t = 4. The magnitude of the flux increases toward the seafloor as the pressure gradient steepens, and
the overall flux decreases with time because, as porosity is consumed by the reaction, the permeability will
decrease due to its dependence on 𝜙2.

Figures 3a and 3b show the principal stresses of the effective stress tensor 𝜎′, corresponding to the directions
of most compressive (𝜎′

1) and most tensile (𝜎′
3) stress, respectively. These have been evaluated at t = 0.5. The

principal axes in the vicinity of the fracture zone tip are shown in Figure 3c: the background color indicates
the magnitude of the effective stress tensor ||𝜎′|| (high is red, low is blue), and each orthogonal pair has
been scaled such that the direction corresponding to the largest principal stress (in magnitude) has been
normalized. Panels (a) and (b) show that the dominant principal stress in the fracture zone is tensile (∼80 MPa),
and panel (c) indicates that these stresses are oriented vertically. The contraction of the system in this region
causes the material outside it to stretch, resulting in tensile stresses. Here orientations of the most tensile
stresses (pink arrows) are roughly orthogonal to the edge of the fracture zone.

Figure 4 shows the locations and orientations of the mode I cracks that would form for a given uniaxial tensile
strength Tu. As these are evaluated at the final run time (t = 4), it is understood that some regions will have
already failed prior to this. The values for Tu in panels (a)–(d) are motivated by experiments suggesting the
tensile strength of peridotite to be in the range of 5–20 MPa (Cai, 2010). For ratios of unaxial tensile to com-
pressive strengths between 1/8 and 1/20 (Paterson, 1978; Scholz, 2002) the model predicts that tensile failure
will precede shear failure for any given Tu in this range; therefore, we only consider the mode I failure that
would occur from the stress field that we calculate. For all values of Tu in this range the fracture zone is lined
with horizontally oriented cracks at all depths. As Tu is decreased cracks begin to form around the tip and top
of the fracture zone, oriented parallel to its edge. As Tu is decreased further the damaged area around these
regions increases and the parallelly-oriented cracks form progressively further away from the top/tip.

6.2. Varying the Fluid Supply
The stresses and amount of reaction that are possible depend on the availability of fluid. In this model we can
control this by varying the initial porosity and permeability in the fracture zone. The effects of the permeability
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Figure 4. The pink dashes represent the locations and orientations of the mode I cracks that would open up given a
unaxial tensile strength Tu of (a) 5 MPa, (b) 10 MPa, (c) 15 MPa, and (d) 20 MPa. These are evaluated from the stress field
at t = 4. The background color indicates the magnitude of the effective stress (red is high, blue is low).

and initial porosity on the stress and degree of serpentinization are shown in the top and bottom rows of
Figure 5, respectively. Although the permeability is varied by changing the scaling factor K c

𝜙
, we find that the

solutions collapse for constant Kc
𝜙
∕Da, which is because Kc

𝜙
∕Da is essentially a proxy for the net fluid supply

in the time that the reaction substantially reduces the permeability. We therefore treat K c
𝜙
∕Da as the inde-

pendent variable. In these simulations we used logarithmically spaced values of K c
𝜙
∕Da between 10−5 and

103.

Figures 5a and 5b show the degree of serpentinization 𝜙B and most tensile principal stress 𝜎′
3 evaluated at

t = 0.5, respectively, as a function of Kc
𝜙
∕Da, where each point represents the average of that field along the

centered vertical axis of the fracture zone (x = 0, −0.5 ≤ z ≤ 0). The upper limit (dotted line) in panel (a) is
when all of the physical volume change is accommodated by reaction, that is,∇⋅us = ∇⋅x0, which implies that
∇ ⋅u

′

s = 0 (see equation (47)). This occurs when the fluid replacement by pressure-driven downward pumping
of fluid is maximized, resulting in more serpentinization because the time-integrated fluid supply, and hence
the net fluid available for the reaction, is greater. The lower bound represents the solution in the limit that
the permeability goes to zero; there is no fluid replacement in this case. The degree of serpentinization in the
fracture zone is approaching the upper bound when Kc

𝜙
∕Da ≳ 100 and the lower bound when Kc

𝜙
∕Da ≲ 10−4.

Panel (b) shows the average of the most tensile principal stress 𝜎′
3 (in the fracture zone) as a function of Kc

𝜙
∕Da.

When the rate of fluid supply is fast the reaction-driven net strain is more significant, leading to larger ten-
sile stresses. On the other hand, when the permeability is small the overall fluid supply—and therefore the
total amount of reaction—is reduced; hence, the tensile stresses are smaller. Panel (c) shows that the aver-
age degree of serpentinization in the fracture zone scales linearly with the initial fracture porosity 𝜙c

0 for fixed
Kc
𝜙
∕Da (0.05 in this case). Panel (d) shows that the maximum value of 𝜎′

3 (most tensile stress) also scales lin-
early with 𝜙c

0 for this value of Kc
𝜙
∕Da. The most tensile stress (𝜎′

3 ∼ 350 MPa) occurs when the starting porosity
is maximized (𝜙c

0 = 10%). One would expect that the maximum amount of serpentinization (and therefore
reactive stress) should be linearly proportional to the initial porosity as that controls the amount of reaction
in a closed system. Calculations that vary the initial porosity (Figures 5c and 5d) show this linear increase.

6.3. Surface Energy
In the calculations so far, we have neglected surface energy, which may provide an additional diffusive mech-
anism for fluid migration from regions of high to low porosity. The significance of this kind of behavior is
determined by the dimensionless parameter  , which depends on the characteristic crack width w0 and the
relative surface energies between fluid and solid Δ𝛾 = 𝛾ss

2
− 𝛾sl. For the ranges of surface energies discussed

in section 5.1 we expect the fluid to be wetting, that is, that  > 0. A typical set of results for simulations that
include surface energy are shown in Figure 6; this run used an initial fracture porosity of 𝜙c

0 = 2%, a charac-
teristic crack width of w0 = 10−7 m and a surface energy difference of Δ𝛾 = 1, which is consistent with the
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Figure 5. (top row) Results at t = 0.5 for the fracture averaged (a) degree of serpentinization 𝜙̄B and (b) most tensile
principal stress 𝜎̄′3 as a function of the crack permeability factor to Damköhler number ratio Kc

𝜙
∕Da. The plotted points

show the average of each field down the center of the fracture zone (x = 0, −0.5 ≤ z ≤ 0). Each simulation used an
initial fracture porosity of 𝜙c

0 = 10%, a reference crack width of w0 = 10−8 m and included no surface energy. The
dotted lines in (a) represent the upper and lower bounds on the degree of serpentinization. (bottom row) Results at the
same t for the (a) fracture averaged degree of serpentinization 𝜙̄B and (b) maximum tensile principal stress as a function
of the initial fracture porosity 𝜙c

0 (varied between 1% and 10%). These simulations used a crack permeability to
Damköhler number ratio of Kc

𝜙
∕Da = 0.05, a reference crack width of w0 = 10−8 m and included no surface energy.

range of values discussed in section 5.1. This yields an elastocapillary number of  = 10−3 and a Damköhler
number of Da ≈ 0.227. All other parameters are identical to those used in section 6.1.

Figure 6 shows results for the fluid pressure, volumetric strain, and principal stresses at t = 0.5. These sim-
ulations have been run for a shorter time so as to limit the amount of reaction that has taken place, which
is designed to isolate the behavior of the mechanical swelling. We note, however, that the fast initial tran-
sient behavior due to surface energy will be followed by the slower effect of the reaction terms, which will
ultimately change the stresses and potentially the orientation of failure. The results shown in Figure 6 demon-
strate the fundamental behavior introduced by the surface energy term in equation (58). The fluid fraction
decreases rapidly with distance from the frature zone, resulting in a large, negative porosity gradient. The
sign of the surface energy term is therefore negative (∇𝜙 < 0), leading to fluid migration outward from the
fracture zone. As fluid infiltrates the low-porosity zone around its edge, the solid framework swells and the
fluid pressure increases. The positive pressures (Pf ≈ 32 MPa) and volumetric strains (∇ ⋅ us ≈ 0.015%) in this
region are shown in Figures 6a and 6b, respectively. The principal stresses in panels (c) and (d) tell a similar
story: swelling around the edge of the fracture zone (due to fluid infiltration) results in tensile stresses, with a
maximum tensile stress of 𝜎′

3 ≈ 22 MPa—this exceeds the tensile strength of peridotite.

Figure 7a shows the principal axes near the fracture zone tip. Inside the overpressured rim (shown in red)
the stresses are tensile along both principal axes. The orientations of the 𝜎′

3 axis imply that tensile failure will
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Figure 6. Model simulations with surface energy: t = 0.5 results for (a) fluid pressure Pf , (b) volumetric strain ∇ ⋅ us,
(c) most tensile principal stress 𝜎′3, and (d) most compressive principal stress 𝜎′1. These were calculated with
w0 = 10−7 m,  = 10−3, Kc

𝜙
= 1, Da = 0.226, and 𝜙c

0 = 2%. The surface energy driven flow generates fluid overpressure
(∼32 MPa) and tensile stresses (∼22 MPa) in a thin rim around the edge of the fracture zone.

open up mode I cracks parallel to the edge of the fracture zone. Furthermore, the stresses directly below
the fracture zone will lead to cracks oriented perpendicular to the tip, suggesting that the initial fracture will
migrate downward. Figure 7b shows the locations and orientations of the resulting tensile failure as a function
of the unaxial tensile strength Tu, where the pink dashes represent the mode I cracks that would form given the
stress field at t = 0.5. For all tensile strengths in the range 5–20 MPa, the overpressured rim is cracked vertically
down the entire length of the fracture zone. As Tu is decreased the cracks begin to form perpendicular to the
leading edge of the tip.

Figure 8 shows the maximum tensile stress𝜎′
3 as a function of the initial fracture porosity𝜙c

0 for different . The
fracture permeability factor in each case was chosen such that K c

𝜙
∕Da is constant. For each  we find that the

tensile stress is an increasing function of the initial porosity. This is to be expected because a higher starting
porosity implies a larger initial porosity gradient, and hence more surface energy driven fluid flow. Similarly,
the tensile stresses are higher as  is increased, as  modulates the effective diffusivity of the surface energy
term in equation (58). The maximum tensile stress (𝜎′

3 ≈ 55 MPa) occurs when  = 10−2 and 𝜙c
0 = 1, and the

dotted line indicates the 20 MPa threshold—anything exceeding this is likely to have failed in tension.

Figure 7. (a) Stress orientations with surface energy: t = 0.5 results for the principal axes around the tip of the fracture
zone. The pink and blue arrows indicate tensile and compressive stresses, respectively. Each orthogonal pair of principal
axes has been scaled similarly to Figure 3c, and the background shows the magnitude of the effective stress tensor (red
is high, blue is low). Both panels indicate that the overpressured rim is in tension. (b) Tensile failure with surface energy:
the pink dashes indicate the locations and orientations of mode I cracks that would open up for unaxial tensile
strengths of 5, 10, 15, and 20 MPa (going from left to right). All have been evaluated from the stress field at t = 0.5. The
overpressured rim is lined with cracks aligned parallel to the perimeter of the fracture zone.
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Figure 8. Both curves show the maximum value of the most tensile
principal stress max(𝜎′3) as a function of the initial fracture porosity 𝜙c

0,
corresponding to elastocapillary numbers of  = 10−2 (orange) and
 = 10−3 (blue). The initial fracture porosity 𝜙c

0 was varied linearly between
1 and 10%, and each point represents the solution evaluated at
t = 0.114∕Da. The dotted line shows the 20 MPa threshold.

7. Discussion

The model presented in this paper exhibits the type of self-limiting behav-
ior that is described in section 1, that is, that the reaction results in a closure
of pores due to fluid consumption and a reduction in permeability. More-
over, the reaction rate in equation (52) could also be extended to mimic
the armoring of reactive surfaces by reaction products. In the absence of a
process that creates new porosity, the model predicts that the phases are
eventually exhausted, leaving behind a partially hydrated, impermeable
rock. As discussed in section 6.2, the final degree of hydration is largely
dependent on the amount of fluid that is present to start with, in addi-
tion to the ease with which the system can pull in additional fluid—either
by pressure-driven or surface energy-driven flow—from external sources.
Even for relatively high initial porosities (∼10%) and enhanced permeabil-
ity pathways connecting to a fluid source (represented by large K c

𝜙
in this

model), the final degree of hydration will not exceed 30%. To reach 100%
hydration, then, these results suggest that another mechanism is required.

The predicted stresses shown in Figure 3 indicate that the nonuniform vol-
ume changes in the vicinity of the fluid-rich fracture/fault lead to tensile
failure. This lends support to the hypothesis that complete hydration could
be facilitated by reaction-driven cracking. The mode of failure predicted in

this model is similar to observations of reaction-induced cracking in experiments involving olivine carbona-
tion (Zhu et al., 2016), where it has been suggested that a mismatch in volume changes drives tensile failure.
The predicted failure in Figure 4 indicates that mode I cracks will form perpendicular to the initial fracture,
spanning from the tip up toward the seafloor boundary. Fracture textures similar to this, where a central vein
is flanked by smaller, perpendicularly oriented veins (also known as ladder cracks) are observed in outcrops
of altered peridotite. Figure 9 shows a typical example from Oman, alongside our numerical results (with the
caveat that these outcrop textures also include the precipitation of carbonate minerals in veins). Additional
cracks that open up at the seafloor (see Figures 4a–4c) would provide more sources of fluid and fast pathways
for it to percolate down into the lithosphere. Moreover, the cracks that form around the tip of the fluid-rich
region suggest that the initial fracture will migrate downward, in turn allowing fluid to access unreacted rock
at greater depths.

Although this model demonstrates that reaction-driven volume changes can lead to failure, the behavior
of the stresses and permeability is likely to change once the first crack has formed. Hence, the model in its
current form cannot fully answer the critical question of whether reaction-driven cracking can lead to 100%
hydration/carbonation, although it does suggest that initial reactive and surface energy driven stresses are

Figure 9. (a) Outcrops of partially serpentinized peridotite from Oman showing carbonate veins (in white) that exhibit
orthogonal cross-cutting “ladder crack” textures. (b) A random sampling of predicted mode I cracks from a model
simulation.
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more than sufficient to drive brittle failure in an elastic medium. And, if it is possible, there is also the question
of under what conditions , and what regions of parameter space, the system will allow the reaction to go to
completion. In order to better understand the feedbacks in this process, it is clear that a model that couples
fluid flow and failure is required. Nevertheless, given the added complexity (and potential ill-posedness) of
brittle problems, we feel it is still useful to understand the possible consequences of hydration reactions, fluid
flow, and surface energy in the better posed poroelastic regime first, and then investigate how failure modifies
these solutions. It is also worth mentioning that, although full fluid saturation is a reasonable assumption in
a subseafloor environment, it may be appropriate to consider a multiphase fluid model when the porosity is
partially air-filled. Another setting that might lead to multiphase flow is if the fluid pressure reduces sufficiently
for a vapor phase to form.

It is also worth noting that the inclusion of the eigenstrain in equation (16) posits the existence of a uniform
volumetric strain that does not induce any additional stress. While this is a reasonable assumption in the case
of uniform density changes, say, due to changes in equilibrium temperature, however, it is less clear how it
should be implemented for a material where the reactions occur at grain/crack interfaces, where localized
stresses should be generated at least at the grain scale. Experimental evidence (e.g., Zhu et al., 2016) in fact
suggests that even homogeneneous, unconfined reactions in water-olivine systems will lead to localized crack
formation, which suggests that the introduction of an eigenstrain in this formulation probably underestimates
the ability for reactions to produce brittle failure.

8. Conclusions

In this study we have derived a system of equations that describes the interaction of reactive fluids and solids
in elastically deformable porous media, which in the absence of reaction reduces to standard Biot poroelas-
ticity. These equations were applied to a two-dimensional model of serpentinization in a fractured/faulted
subseafloor environment. We note that although serpentinization has been the focus of this study, these
equations are general enough to extend to other types of reactions, for example, olivine carbonation. Fur-
thermore, the reaction described by equation (1) can be modified to include dissolution of solid components
into the fluid. Although the current formulation is dominantly mechanical, it could be made more general
with the addition of an energy equation, which would in turn feedback into the reaction rates, densities, and
potentially the surface energies.

Our numerical simulations demonstrate that, even for small initial fluid fractions, reaction-induced volume
changes can lead to stresses in excess of the tensile strength of peridotite. We also found that increasing
the overall fluid supply—either by enhancing the permeability or increasing the initial fluid fraction—leads
to increased amounts of serpentinization and larger tensile stresses. When surface energy is significant the
equations include an extra parameter that represents the relative importance of surface tension versus elastic
forces. This parameter controls a diffusion-like term that drives fluid flow due to gradients in porosity. Our
simulations showed that this term causes the system to swell around the fracture zone, resulting in large
fluid overpressure/tensile stress. In addition to high-permeability pathways resulting from reaction-driven
cracking, surface energy driven flow may be an important mechanism for allowing fluid to access regions of
dry/unreacted rock.

Appendix A: Comparison With Biot’s Theory of Poroelasticity

Here we clarify the equivalence between this model and Biot’s equations of poroelasticity. First we derive
the conservation equations of section 2 in the absence of reaction and surface energy, in addition to allow-
ing for individually compressible solid grains. We then outline the derivation of Biot’s equations under
these same assumptions (following the description in (Verruijt, 2013) and show that these two formulations
are equivalent.

In the absence of reaction we may rewrite the conservation of mass statements in equations (2)–(4) as

𝜕

𝜕t
𝜌f𝜙f + ∇ ⋅ 𝜌f𝜙f vf = 0, (A1)

𝜕

𝜕t
𝜌A𝜙A + ∇ ⋅ 𝜌A𝜙AvA = 0, (A2)
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𝜕

𝜕t
𝜌B𝜙B + ∇ ⋅ 𝜌B𝜙BvB = 0. (A3)

Adding equations (A2) and (A3) and using the constraint that 𝜌A𝜙A + 𝜌B𝜙B = (1 − 𝜙)𝜌s yields a conservation
of mass statement for the solid phase:

𝜕𝜌s(1 − 𝜙)
𝜕t

+ ∇ ⋅ 𝜌s(1 − 𝜙)vs = 0. (A4)

Using equations (A1) and (A4) leads to the following equation for the mean velocity v̄ ≡ 𝜙vf + (1 − 𝜙)vs:

∇ ⋅ v̄ = − 𝜙

𝜌f

Df𝜌f

Dt
− 1 − 𝜙

𝜌s

Ds𝜌s

Dt
. (A5)

Using fluid momentum equation (22) allows us to rewrite (A5) as

∇ ⋅ vs = −∇ ⋅ q − 𝜙

𝜌f

Df𝜌f

Dt
− 1 − 𝜙

𝜌s

Ds𝜌s

Dt
, (A6)

where q is the separation flux, which in the absence of surface tension is given by

q = −
K𝜙

𝜇

[
∇Pf − 𝜌f g

]
. (A7)

The assumption of small strains allows (A6) to be written as

∇ ⋅ u̇s = −∇ ⋅ q − 𝜙

𝜌f

𝜕𝜌f

𝜕t
− 1 − 𝜙

𝜌s

𝜕𝜌s

𝜕t
. (A8)

We note that although the model derived in section 2 assumes that individual solid grains are incompressible,
solid density changes are implicitly included in the reaction terms. In summary, equation (A8) is equivalent to
(32) under the stated assumptions.

Biot (1941) states conservation of momentum for the solid (in the absence of body forces) in terms of the
effective stress 𝜎

′
as

∇ ⋅ 𝜎
′ − 𝛼∇Pf = 0, (A9)

where the effective stress is defined in terms of the total stress 𝜎 as

𝜎
′ = 𝜎 + 𝛼Pf I. (A10)

The Biot coefficient 𝛼 describes how the bulk volume changes relative to the fluid pressure at a fixed stress,
and is defined in Biot and Willis (1957) as

𝛼 = 1 − Cs∕C, (A11)

where Cs is the compressibility of solid particles and C is the compressibility of the porous medium.
Equation (29) is equivalent to (A9) when the Biot coefficient 𝛼 = 1.

Conservation of mass is stated in Verruijt (2013) as

𝛼∇ ⋅ u̇s + S
𝜕Pf

𝜕t
= −∇ ⋅ q, (A12)

where us is the solid displacement, S is the storativity and q is the Darcy flux, which is given by

q = −𝜅

𝜇
(∇Pf − 𝜌f g). (A13)

The storativity represents the relative fluid volume change per unit pressure change, and is defined as

S = 𝜙Cf + (𝛼 − 𝜙)Cs, (A14)
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where 𝜙 is the porosity and Cf is the fluid compressibility. We note that Cf is related to the fluid bulk modulus
given in (28) by Cf = 1∕Kf .

The isotropic component of the total stress 𝜎̂ can be written as

𝜎̂ = 𝜎̂
′ − 𝛼Pf , (A15)

where 𝜎̂
′ = 1

C
∇ ⋅ us. Substituting the above in (A12) yields

∇ ⋅ u̇s + 𝜙(Cf − Cs)
𝜕Pf

𝜕t
− Cs

𝜕𝜎̂

𝜕t
= −∇ ⋅ q. (A16)

Equations of state for the solid and fluid phases lead to the following constitutive relations:

𝜕𝜌s

𝜕t
=

𝜌s

1 − 𝜙

[
−Cs

𝜕𝜎̂

𝜕t
− 𝜙Cf

𝜕Pf

𝜕t

]
, (A17)

𝜕𝜌f

𝜕t
= Cf𝜌f

𝜕Pf

𝜕t
. (A18)

Finally, substituting these into (A16) yields

∇ ⋅ u̇s = −∇ ⋅ q − 𝜙

𝜌f

𝜕𝜌f

𝜕t
− 1 − 𝜙

𝜌s

𝜕𝜌s

𝜕t
, (A19)

which corresponds directly with (A8).

Appendix B: Numerical Solution Using Finite Elements

In section 6 we obtained numerical solutions to equations (55)–(58) using finite elements. This method leads
to a solution of the weak form equations, where the solution is assumed to lie in a finite-dimensional sub-
space of piecewise continuous polynomials (of fixed degree) on a discretization of the domain. In this case
the approximate solution x = (𝜙, 𝜙A, Pf ,us) is taken to lie in the function space  = [P2 × P2 × P1 × [P2 × P2]].
A projection of the effective stress tensor 𝜎′ can be recovered from the function space 𝜎′ = [[P1DG × P1DG] ×
[P1DG × P1DG]], where P1DG is the space of piecewise discontinuous linear functions.

As these equations are nonlinear, we must employ an iterative scheme that seeks to minimize the sum of the
nonlinear residuals. The residuals for these equations are defined as follows:

Fus
= ∫Ω

[
𝜖t ∶ 𝜎

′ k

i + ust ⋅ ∇Pk
f i
− 𝜌̄

𝜌f
(ust ⋅ ĝ)

]
dV, (B1)

F𝜙 = ∫Ω

[
𝜙t

Δt

(
𝜙k

i − 𝜙k−1 − (1 − [𝜙]𝜙k
i )∇ ⋅ [us

k
i − uk−1

s ]
)
− 𝜙tR𝜙𝜙

k
i 𝜙

k
Ai

]
dV, (B2)

F𝜙A
= ∫Ω

[
𝜙At

Δt

(
𝜙k

Ai − 𝜙k−1
A + [𝜙]𝜙k

Ai∇ ⋅ [us
k
i − uk−1

s ]
)
− 𝜙AtR𝜙A

𝜙k
i 𝜙

k
Ai

]
dV, (B3)

FPf
= ∫Ω

[
Pf t

Δt

(
∇ ⋅ [us

k
i − uk−1

s ] + 𝛽𝜙k
i [P

k
f i
− Pk−1

f ]
)

+ ∇Pf t ⋅ K𝜙

[
∇Pk

f i
− ĝ + (𝜙k

i )
−1∕2∇𝜙k

i

]
− Pf tRPf

𝜙k
i 𝜙

k
Ai

]
dV.

(B4)

where 𝜖t = 1
2
(∇ust + us

T
t ) is the symmetric gradient tensor of ust , (uk−1

s , 𝜙k−1, 𝜙A
k−1, Pk−1

f
) are the solutions

at the previous time step, (us
k
i , 𝜙

k
i , 𝜙A

k
i , Pk

f i
) are the solutions at the current time step and ith iteration, and

(ust, 𝜙t, 𝜙At, Pf t) are the corresponding test functions. Here we have used a backward Euler method for the
time integration.
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The solution of the discrete weak problem at time step k is then equivalent to solving

F(xk) = 0, (B5)

where F = Fus
+ F𝜙 + F𝜙A

+ FPf
. To solve (B5) we use Newton’s method with line search (as implemented in the

PETSc SNES solver class), which obtains successive corrections to some approximation of the true solution. In
other words, at each iteration we solve

F(xk
0 + 𝜹xk) = 0 (B6)

for the correction 𝛿xk , given an initial solution xk
0. Taylor expanding (B6) (and assuming that the correction is

small) yields
J
(

xk
0

)
𝛿xk = −F

(
xk

0

)
, (B7)

where J is the Jacobian. At each iteration the linear problem (B7) is solved using a sparse direct solver (MUMPS;
Amestoy et al., 2000, called through the PETSc interface), although all of the choices for nonlinear and linear
solvers can be configured at run time through the TerraFERMA interfaces to PETSc. This whole procedure is
repeated until some tolerance is met. All of the simulations in this study used TerraFERMA (Wilson et al., 2017)
to leverage PETSc solvers (Balay et al., 2001) and libraries from the FEniCS project (Alnaes et al., 2015) for
element choice, mesh management, and assembly.
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