Optical Modeling of the Upper Ocean in Relation to Its Biogenous Matter Content (Case I Waters)
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The aim of the present study is to review and tentatively to interpret the optical behavior of oceanic case I waters, those waters for which phytoplankton and their derivative play a predominant role in determining their optical properties. Chlorophyll-like pigment concentration is used as the index to quantify the algal material (living and detrital), and statistical relationships between this index and the depth of the euphotic layer, the spectral values of the attenuation coefficient for downwelling irradiance, or the scattering coefficient are investigated. On the basis of these statistical relationships a pigment-dependent optical model is developed. It allows the propagation of the visible radiant energy within the ocean or the backscattered radiation from the upper layer to be predicted as a function of the local phytoplanktonic content. Other geophysical or geochemical applications are derived which concern the heating rate due to penetrating visible radiations or the rate of energy storage due to photosynthesis. The nonlinear trends observed in the algal biomass-attenuation relationships are analyzed by (1) considering the rather regular change of the living-to-detrital organic carbon ratio which seems to occur in oceanic waters ranging from oligotrophic to eutrophic, and (2) accounting for the respective contributions of absorption (by pigmented cells) and of scattering (by all kind of particulates) in the attenuation process of radiant energy.

INTRODUCTION

During several decades, physicists have studied the optical properties of the ocean in a somewhat monodisciplinary way, a classical way when dealing with a new subject. The pioneer work effected by Jerlov [1951] during the Swedish deep-sea expedition (1947–1948) has evidenced the optical variability of the world ocean, and his paramount contribution has demonstrated that some order or regular trends exist in this natural variability. This has resulted in the well-known Jerlov’s optical classification: a classification which remains purely phenomenological in the sense that only the variations in the optical properties are quantified, whereas the causes of these variations are not identified and quantitatively assessed.

Meanwhile, biologists have sought for empirical relationships between easily measurable optical properties of a water body (e.g., Secchi disk depth) and its algal biomass content or for simple methods to describe the radiative ambiance in which the phytoplankton grow. The firm basis on which rests the definition of pertinent optical parameters was often lacking. The fundamental analyses given by Preisendorfer [1961, 1976] drastically clarified the confused panorama of the various optical parameters. By defining the inherent (absorption and scattering) properties and the apparent properties (which, in addition to being dependent on the inherent properties, are dependent on the radiative field structure), Preisendorfer has laid the rational foundations for further work.

The Working Group 15, set up by the Scientific Committee on Oceanic Research (SCOR) in November 1963 under the chairmanship of J. E. Tyler, was the first official opportunity of joining biologists and “opticians” with the aim of identifying “what measurement of irradiance is required by biological oceanographers...in relation to the determination of oceanic primary productivity [Tyler, 1966].” Under the auspices of this group, systematic simultaneous studies of the optical properties and of the algal content and activity of the ocean were undertaken, particularly during the SCOR Discoverer expedition in 1970 [SCOR, 1973]. It is worth noting that the first intensive study of the ocean reflectance (i.e., the “ocean color”) was initiated during this expedition. In June 1972 a symposium was organized by N. G. Jerlov and E. Steemann Nielsen which resulted in a book entitled Optical Aspects of Oceanography [Austin, 1974]. The names of the organizers, as well as the content of this book, are proofs of the communication established at that time between physicists and biologists and of an effective cooperation, focused on the subject “light and primary production.”

With the increasing data set acquired during several cruises in the 1970s (see the nonexhaustive lists in Table 1 and in Table 1 of Austin and Petzold [1985]) it has become obvious that the optical properties of the ocean waters are tightly subordinated to the abundance of pigmented algal cells. To acknowledge this fact, Smith and Baker [1978] coined the vocable “bio-optical state of ocean water.” It was also recognized that in many situations, phytoplankton and their derivative, detrital products (mainly particulate, but also dissolved) play a predominant role in determining the optical properties of oceanic waters. These waters were classified as “case I” waters [Morel and Prieur, 1977] and opposed to “case II” waters for which sediments, or dissolved yellow substance, make an important or dominant contribution to the optical properties. Oceanic waters, as a rule, form the case I waters. In the absence of terrigenous influx (along arid coasts) and of re-suspended sediment from the shelf, coastal waters can also, and often do, belong to case I. More than 98% of the world ocean waters, ranging from oligotrophic to locally eutrophic waters, are presumably of this category. This emphasizes the interest in reviewing and the need for understanding the nature of the links between the optical properties of case I waters and their biogenic content. It is the aim of the present work.

On the basis of the statistical analysis of a considerable amount of spectral data now available, a model is proposed which allows the optical properties and the solar radiation...
propagation within the ocean to be predicted from the phytoplanktonic pigment content. Other consequences such as the spectral reflectance, the heating rate, or the primary production are also derived from the relationships existing between optics and algal biomass. In turn, once a validated model for case I waters has been developed, the optical properties (which can be remotely sensed) become a powerful tool, at the world ocean scale, in biological studies of the marine phytoplankton, including the geophysical and geochemical impacts of algal photosynthesis. While satisfying the requirements for belonging to case I, some waters may exhibit special optical properties. Such “anomalous” case I waters have been encountered in different kinds of red tides or in coccolithophorid-dominated blooms, for instance. They are out of the scope of this investigation. The chlorophyll a concentration either was determined after filtration on precombusted GFC Whatman filters or by using calibrated fluorescence profiles (no extraction).

1. The downwelling irradiance was measured at various depths either in terms of PAR (quanta m$^{-2}$ s$^{-1}$) by using quantum meters equipped with flat cosine collectors or in terms of spectral values of the downwelling irradiance $E_d(\lambda)$ (in W m$^{-2}$ nm$^{-1}$) by using a spectroradiometer.

2. The total incoming radiation rate (spectral range 300–4000 nm) was measured with calibrated (Eppley) pyranometers installed on the deck and recorded on all days.

3. The scattering coefficient $b_{550}$ (in m$^{-1}$) at wavelength $\lambda = 550$ nm was measured in situ with a profiler instrument.

The biological and chemical measurements, relevant to the present study, included the following:

1. The particulate organic carbon concentration was determined after filtration on precombusted GFC Whatman filters; the total (dry) seston was occasionally measured on the same preweighted filters before carbon, hydrogen, and nitrogen analysis.

2. The pigment (Chl a + Pheo a) concentration either was determined from measurements on filtered samples taken at discrete selected depths or was derived from continuous calibrated fluorescence profiles (no extraction).

3. The primary production at selected depths within the euphotic layer was measured in situ by using the $^{14}$C method.

The methods used for these optical, chemical, and biological measurements are described in details in the cruise reports (see Table 1). For the present study the above data were processed and arranged as follows:

1. The depth of the euphotic layer $Z_e$ was computed by a logarithmic interpolation made on the vertical PAR($Z$) profile.

2. The spectral values of the attenuation coefficient for downwelling irradiance $K_d(\lambda)$ were derived from the spectral values of downwelling irradiances as measured just above the surface, $E_d(\lambda)$, and at a depth $Z$ close to $Z_e$, $E_d(Z/e)(\lambda)$; $K_d(\lambda)$ was then computed according to

$$K_d(\lambda) = Z_e^{-1} \ln \left[ \frac{E_d(\lambda)}{E_d(Z/e)(\lambda)} \right]$$

3. The pigment (Chl a + Pheo a) concentration either was determined from measurements on filtered samples taken at discrete selected depths or was derived from continuous calibrated fluorescence profiles (no extraction).

The optical and related biological data used in this study are schematically presented in Table 1. They were acquired during several (French and American) cruises in different parts of the world ocean and encompass a wide variety of situations with respect to the depth of the euphotic zone $Z_e$ which ranged from 7 to 128 m, and to the phytoplanktonic content, which varied within this zone from 3 to more than 300 mg Chl a m$^{-2}$. According to a commonly accepted rule, $Z_e$ is determined only for these stations where primary production measurements were effected. The spectral values of the diffuse attenuation coefficient $K_d(\lambda)$ were computed from measurements of spectral downwelling irradiance carried out during seven cruises.

The biological and chemical measurements, relevant to the present study, included the following:

1. The particulate organic carbon concentration was determined after filtration on precombusted GFC Whatman filters; the total (dry) seston was occasionally measured on the same preweighted filters before carbon, hydrogen, and nitrogen analysis.

2. The pigment (Chl a + Pheo a) concentration either was determined from measurements on filtered samples taken at discrete selected depths or was derived from continuous calibrated fluorescence profiles (no extraction).

3. The primary production at selected depths within the euphotic layer was measured in situ by using the $^{14}$C method.

The methods used for these optical, chemical, and biological measurements are described in details in the cruise reports (see Table 1). For the present study the above data were processed and arranged as follows:

1. The depth of the euphotic layer $Z_e$ was computed by a logarithmic interpolation made on the vertical PAR($Z$) profile.

2. The spectral values of the attenuation coefficient for downwelling irradiance $K_d(\lambda)$ were derived from the spectral values of downwelling irradiances as measured just above the surface, $E_d(\lambda)$, and at a depth $Z$ close to $Z_e$, $E_d(Z/e)(\lambda)$; $K_d(\lambda)$ was then computed according to

$$K_d(\lambda) = Z_e^{-1} \ln \left[ \frac{E_d(\lambda)}{E_d(Z/e)(\lambda)} \right]$$

3. The pigment (Chl a + Pheo a) concentration either was determined from measurements on filtered samples taken at discrete selected depths or was derived from continuous calibrated fluorescence profiles (no extraction).

The optical and related biological data used in this study are schematically presented in Table 1. They were acquired during several (French and American) cruises in different parts of the world ocean and encompass a wide variety of situations with respect to the depth of the euphotic zone $Z_e$ which ranged from 7 to 128 m, and to the phytoplanktonic content, which varied within this zone from 3 to more than 300 mg Chl a m$^{-2}$. According to a commonly accepted rule, $Z_e$ is determined only for these stations where primary production measurements were effected. The spectral values of the diffuse attenuation coefficient $K_d(\lambda)$ were computed from measurements of spectral downwelling irradiance carried out during seven cruises.

The biological and chemical measurements, relevant to the present study, included the following:

1. The particulate organic carbon concentration was determined after filtration on precombusted GFC Whatman filters; the total (dry) seston was occasionally measured on the same preweighted filters before carbon, hydrogen, and nitrogen analysis.

2. The pigment (Chl a + Pheo a) concentration either was determined from measurements on filtered samples taken at discrete selected depths or was derived from continuous calibrated fluorescence profiles (no extraction).

3. The primary production at selected depths within the euphotic layer was measured in situ by using the $^{14}$C method.

The methods used for these optical, chemical, and biological measurements are described in details in the cruise reports (see Table 1). For the present study the above data were processed and arranged as follows:

1. The depth of the euphotic layer $Z_e$ was computed by a logarithmic interpolation made on the vertical PAR($Z$) profile.

2. The spectral values of the attenuation coefficient for downwelling irradiance $K_d(\lambda)$ were derived from the spectral values of downwelling irradiances as measured just above the surface, $E_d(\lambda)$, and at a depth $Z$ close to $Z_e$, $E_d(Z/e)(\lambda)$; $K_d(\lambda)$ was then computed according to

$$K_d(\lambda) = Z_e^{-1} \ln \left[ \frac{E_d(\lambda)}{E_d(Z/e)(\lambda)} \right]$$

3. The pigment (Chl a + Pheo a) concentration either was determined from measurements on filtered samples taken at discrete selected depths or was derived from continuous calibrated fluorescence profiles (no extraction).
In the "red" part of the spectrum where $E_{0\lambda}(\lambda)$ often becomes undetectable when $Z$ approaches $Z_e$, additional $K(\lambda)$ spectra were computed by considering an upper layer with a reduced thickness of the order of $Z_e/2$ or $Z_e/3$ (all the $K(\lambda)$ spectra used in the present study are shown on Figure 5a).

3. The daily total irradiation $E_{TOT}$ (in J m$^{-2}$ d$^{-1}$) was obtained by integrating the continuous records. From $E_{TOT}$ the daily photosynthetic radiation (400-700 nm) PAR was obtained as [Jitts et al., 1976] $PAR = 0.43 \times 10^{-18} E_{TOT}$ (in quanta m$^{-2}$ d$^{-1}$).

4. When converted into its energetic equivalent, the daily primary production within the entire euphotic zone (g C fixed m$^{-2}$ d$^{-1}$) allows the photosynthetically stored radiation (PSR) to be computed [Morel, 1978]; the conversion was made on the basis of 39 kJ/g of carbon fixed. Then PSR was compared to the daily amount of radiant energy at the surface PAR. A dimensionless number $\varepsilon$ can be obtained as

$$\varepsilon = \frac{PSR}{PAR}$$

which describes the photosynthetic efficiency of algae in storing energy within the entire euphotic column [Morel, 1978].

5. The pigment's (Chl a + Pheo a) concentrations (discrete values, or profiles) were used to compute a "mean" pigment concentration $C$ (mg m$^{-3}$) within the layer considered (euphotic or thinner) regardless of the vertical pigment distribution. The product $Z_eC$ provides the areal concentration $C_{TOT}$ (in mg (Chl a + Pheo a) m$^{-2}$).

RESULTS

Euphotic Depth and Mean Pigment Concentration Relationship

A statistical study showed that the most significant correlation between $Z_e$ and $C$ was found when a linear regression analysis was performed on the log-transformed data. The turbid case II waters, always encountered near the coast, were excluded from the regression analysis (the euphotic depth in that case is reduced and not correlated with $C$). In addition to the visual observation combined with the knowledge of the geographical position of the station the "anomalously" high scattering coefficient forms the numerical criterion which allows water to be classified as turbid case II waters [Morel and Prieur, 1977; Gordon and Morel, 1983, Figure 5a]. The location of these rejected stations in the log-log plot of Figure 1 suggests that a straight line can be used to separate these turbid case II waters from case I waters. The equation describing this line ($\log_{10} Z = -2.40 \log_{10} C + 3.40$) has also been used as an exclusion test when dealing with the American data for which no scattering measurements were available (in effect, very few stations in the Peruvian zone were identified as "turbid"). Some "yellow substance dominated" case II waters were also rejected from the regression analysis by the same test; the corresponding waters (in British Columbia inlets) were already identified as such according to the high absorption coefficient measured on filtered samples in the short-wavelength domain ($\lambda < 500$ nm).

For case I waters only a highly significant ($r^2 = 0.914$) relationship does exist between the log-transformed data (Figure 1). The depth (in meters) of and the mean pigment concentration (in milligrams per cubic meter) within the euphotic layer are thus related through

$$Z_e = 38.0C^{-0.428}$$  \hspace{1cm} (1)

or

$$C = 4910Z_e^{-2.34}$$  \hspace{1cm} (2)

Equation (2) can be transformed into

$$C_{TOT} = 4910Z_e^{-1.34}$$  \hspace{1cm} (3)

which makes explicit the relationship between the total pigment content integrated through the photic zone (in milligrams per square meter) and its thickness $Z_e$.

The major discrepancy (see Figure 2) between this result and the result previously published by Lorenzen [1972] originates from the fact that the 1% level, in Lorenzen's study, was determined by using a Weston photovoltaic selenium cell. Owing to the spectral response of such a detector (with a sensitivity maximum in the 500- to 600-nm band) the 1% level which is measured is for green-yellow light. It roughly coincides with the 1% PAR level in "green" productive waters ($C > 1$ mg m$^{-3}$) for which the absorption minimum lies around 560 nm (see, e.g., Figure 8 of Morel and Prieur [1977]). In blue mesotrophic or oligotrophic waters, however, the 1% green light level is obviously less deep than the 1% PAR level, as the remnant light is predominantly blue. Thus the divergence between the Lorenzen's curve and the present one increases with increasing $Z_e$.

**Attenuation Coefficient for Downwelling PAR and the Pigment Concentration**

The attenuation coefficient $K_{PAR}$ concerns the whole photosynthetic spectrum involved in the definition of PAR (i.e., 400-700 nm). From the definition of $Z_e$ (1% PAR level) it becomes

$$K_{PAR}Z_e = 4.605 (=-\ln 0.01)$$  \hspace{1cm} (4)

Equation (4) combined with (1) leads to

$$K_{PAR}(0, Z_e) = 0.121C^{-0.428}$$  \hspace{1cm} (5)
where the overbar denotes that the attenuation coefficient is a mean coefficient valid for the whole euphotic layer from 0 to \(z_e\).

As for case I waters, the optical properties were exclusively governed by their biogenous content (the algal cells and their immediate derivatives), \(K_{\text{PAR}}\) is well correlated to the algal pigment index \(C\). The relationship, however, is not a simple linear one, and the curve corresponding to (5) is shown on Figure 3a. The \(K_{\text{PAR}}(0, Z_e)\) data are plotted versus the actual mean pigment concentration on Figure 3b.

This “nonlinear biological effect” [Smith and Baker, 1978] has been evidenced a long time ago, even if not well quantified because of limitations in optical instrumentation (Secchi disk in the study by Riley [1956] or Se cell in the study by Lorenzen [1972]). Examining PAR measurements, as here, Smith and Baker [1978] chose to describe the global nonlinear trend as being the result of the juxtaposition of two domains \((C < 0.8\) and \(C > 0.8\, \text{mg} (\text{Chl} a + \text{Pheo} a) \text{m}^{-3}\)) inside which linearity should exist with differing slopes. The results shown on Figure 3a do not suggest that such a discontinuity at \(C\) around 1 mg m\(^{-3}\) actually exists, and it is believed that a continuous variation of \(K_{\text{PAR}}\) with \(C\), as expressed by the power law (5), is appropriate and physically more realistic. The somewhat mysterious value of the exponent, about 0.4, however, remains to be explained.

It is not useless to recall the similar approaches or explanation, attempted by Lorenzen [1972] and by Smith and Baker [1978], which consist of splitting \(K_{\text{PAR}}\) into three components according to

\[
K_{\text{PAR}} = K_w + k_C C + K_x
\]  

where \(K_w\) is the partial coefficient due to the water itself, assumed to be a constant, \(k_c\) is the chlorophyll-specific attenuation coefficient due to algae, \(C\) is the Chl \(a\) (or Chl \(a +\) Pheo \(a\) in the Smith-Baker study) concentration, and finally, \(K_x\) represents the contribution to diffuse attenuation by other noncovarying detritic substances (particulate and dissolved). The approximation made when setting this equation (and using Beer’s law when writing \(k_C C\)) is to consider \(K\) as an inherent property and therefrom to use the additivity principle which allows \(K_{\text{PAR}}\) to be split into partial components. The validity of such an approximation is not discussed at this step. The basic idea behind the above decomposition is to explain the nonlinear variation of \(K_{\text{PAR}}\) with respect to \(C\) by invoking the influence of the additional term \(K_x\), whereas the term directly related to algae would be a linear function of \(C\).
through the constant coefficient $k_c$ (or even two successive coefficients in the Smith and Baker study).

After having assigned a constant value to $K_a$ (0.0384 m$^{-1}$ or 0.027 m$^{-1}$, in the Lorenzen or Smith-Baker study, respectively) and another constant value to $k_r$ (0.0138 m$^{-2}$ mg$^{-1}$ Chl $a$, in the Lorenzen study) or two successive values (0.091 and 0.016 m$^{-2}$ mg$^{-1}$ Chl $a$ when $C < 0.8$ and $C > 0.8$ mg m$^{-3}$, respectively, in the Smith-Baker study) this method is expected to provide a quantitative evaluation of the respective roles played by living organisms, detrital material, and water in the PAR attenuation process. Such an explanation comes up against several difficulties apparently ignored in the studies mentioned. These difficulties originate from the polychromatic nature of the radiation involved in the definition of PAR and hence of $K_{PAR}$.

1. $K_a$ is a value averaged over the whole spectrum. It is computed for a layer extending from zero to a certain depth $Z$ within an ideally optically pure ocean. When computing this depth-averaged value, denoted $K_a(0, Z)$, the spectral distribution of the light at the surface, $E_0(\lambda)$, and at the depth $Z$, $E_d(\lambda)$, intervenes according to

$$K_a(0, Z) = -Z^{-1} \log \left( \int_{400}^{700} E_0(\lambda) \exp \left[ -K_a(\lambda)Z \right] d\lambda \right)$$

$$+ \int_{400}^{700} E_d(\lambda) d\lambda \right)$$

In other words, $K_a(0, Z)$ is no longer a constant as soon as it is computed for a layer of variable thickness. When $Z$ increases, the remnant light tends to become monochromatic, with the irradiance maximum centered on the minimum of $K_a$, and the averaged value $K_a(0, Z)$ decreases accordingly (see Figure 4; $E_d(\lambda)$ is taken from Figure 8).

2. The constant coefficient $k_r$ is also a doubly averaged value, over the spectrum and over the layer considered. The result of such averaging depends on the spectral composition of the underwater light and on its change with depth. Since the phytoplankton concentration depicted by $C$ governs both the thickness $Z_a$ and the spectral quality of the penetrating radiations, $k_r$ depends on $C$. This effect was discussed in detail by Morel [1978] and by Atlas and Bannister [1980]; although these discussions dealt with the absorption coefficient, they, however, remain essentially unchanged regarding $k_r$.

3. In the presence of algae the $K_a(0, Z)$ values previously obtained through (4) are no longer valid since the spectral change in submarine irradiance due to algal absorption reacts to the way of averaging $K_a(\lambda)$ over the spectrum.

In other words, an expression like (6) which is supposed to solve a problem by a simple way conceals other much more complicated problems. These drawbacks, however, can be circumvented if the question is analytically examined in terms of spectral values $K(\lambda)$. Unless this is done, there is no effective possibility of explaining the value of the exponent (0.428) which appears in the $K_{PAR}$-C relationship.

**Spectral Values of Attenuation Coefficient $K(\lambda)$ and Mean Pigment Concentration**

The principal task consists of studying the quantity $K(\lambda)$ along with $C$, the mean pigment concentration within the layer under consideration (the euphotic layer or less). $K_a(\lambda)$ represents the spectral values of the diffuse attenuation coefficient for pure oceanic waters. $K_a(\lambda)$ is well approximated by its lower limiting value which is expressed as

$$K_a(\lambda) = a_a(\lambda) + \frac{1}{2} b_a(\lambda)$$

where $a_a$ and $b_a$ stand for the absorption and the molecular scattering coefficients, respectively, for optically pure seawater. The validity of the above formulation which, in effect, represents a lower limit was discussed in detail by Smith and Baker [1981]. The $K_a(\lambda)$ values used in the present study (Table 2) differ very slightly from those proposed by Smith and Baker [1981], mainly in the vicinity of 500 nm.

The data body retained for statistical analyses consists of 176 $K(\lambda)$ spectra (Figure 5a) which are reasonably well ordered with respect to the corresponding pigment concentration, with all $K(\lambda)$ values increasing with increasing $C$. The spectra obtained at stations definitely identified as belonging to turbid or yellow substance dominated case II waters were excluded (these stations are those excluded in Figure 1). A careful inspection reveals, however, that in the blue domain, two patterns exist among the retained spectra; one is characterized by a maximum occurring between about 420 and 440 nm, the other is characterized by a regular ascending slope toward 400 nm. It is clear that the latter pattern demonstrates a significative influence of yellow substance or other colored organic detritus, even if these waters were kept as in case I. It is also clear that some noise (or disorder) appears beyond 650 nm mainly due to instrumental limitations.

The statistical analysis was performed (as before for $Z_a$) on the log-transformed data at each wavelength (every 5 nm) in the 400- to 700-nm domain. Such a transforming allows significant linear relationships between log $[K(\lambda) - K_a(\lambda)]$ and log $[C]$ to be obtained by regression (Figure 7a). From these relationships the $K(\lambda)$ coefficients can be expressed as functions of $C$ under the general power law form

$$K(\lambda) = K_a(\lambda) + \chi(\lambda)C^e$$

which includes a coefficient $\chi$ and an exponent $e$, both functions of $\lambda$. In this analysis the number of available $K(\lambda)$ values changes, depending on the wavelength considered (Figure 6).
TABLE 2. Values Used for \( K_{\infty} \), and Values Resulting From \( \chi(\lambda) \) and \( e(\lambda) \), Statistical Analyses of the Attenuation Coefficient for Downward Irradiance

<table>
<thead>
<tr>
<th>Wavelength, ( \lambda ) (nm)</th>
<th>( K_{\infty}(\lambda) ) (m(^{-1}))</th>
<th>( \chi(\lambda) )</th>
<th>( e(\lambda) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>400</td>
<td>0.0209</td>
<td>0.1100</td>
<td>0.668</td>
</tr>
<tr>
<td>405</td>
<td>0.0200</td>
<td>0.1110</td>
<td>0.672</td>
</tr>
<tr>
<td>410</td>
<td>0.0196</td>
<td>0.1125</td>
<td>0.680</td>
</tr>
<tr>
<td>415</td>
<td>0.0190</td>
<td>0.1135</td>
<td>0.687</td>
</tr>
<tr>
<td>420</td>
<td>0.0183</td>
<td>0.1126</td>
<td>0.693</td>
</tr>
<tr>
<td>425</td>
<td>0.0182</td>
<td>0.1104</td>
<td>0.701</td>
</tr>
<tr>
<td>430</td>
<td>0.0171</td>
<td>0.1078</td>
<td>0.707</td>
</tr>
<tr>
<td>435</td>
<td>0.0170</td>
<td>0.1056</td>
<td>0.708</td>
</tr>
<tr>
<td>440</td>
<td>0.0168</td>
<td>0.1041</td>
<td>0.707</td>
</tr>
<tr>
<td>445</td>
<td>0.0166</td>
<td>0.0996</td>
<td>0.704</td>
</tr>
<tr>
<td>450</td>
<td>0.0168</td>
<td>0.0971</td>
<td>0.701</td>
</tr>
<tr>
<td>455</td>
<td>0.0170</td>
<td>0.0939</td>
<td>0.699</td>
</tr>
<tr>
<td>460</td>
<td>0.0173</td>
<td>0.0893</td>
<td>0.701</td>
</tr>
<tr>
<td>465</td>
<td>0.0174</td>
<td>0.0859</td>
<td>0.703</td>
</tr>
<tr>
<td>470</td>
<td>0.0175</td>
<td>0.0823</td>
<td>0.703</td>
</tr>
<tr>
<td>475</td>
<td>0.0184</td>
<td>0.0788</td>
<td>0.703</td>
</tr>
<tr>
<td>480</td>
<td>0.0194</td>
<td>0.0746</td>
<td>0.703</td>
</tr>
<tr>
<td>485</td>
<td>0.0203</td>
<td>0.0726</td>
<td>0.704</td>
</tr>
<tr>
<td>490</td>
<td>0.0217</td>
<td>0.0690</td>
<td>0.702</td>
</tr>
<tr>
<td>495</td>
<td>0.0240</td>
<td>0.0660</td>
<td>0.700</td>
</tr>
<tr>
<td>500</td>
<td>0.0271</td>
<td>0.0636</td>
<td>0.700</td>
</tr>
<tr>
<td>505</td>
<td>0.0320</td>
<td>0.0600</td>
<td>0.695</td>
</tr>
<tr>
<td>510</td>
<td>0.0384</td>
<td>0.0578</td>
<td>0.690</td>
</tr>
<tr>
<td>515</td>
<td>0.0445</td>
<td>0.0540</td>
<td>0.685</td>
</tr>
<tr>
<td>520</td>
<td>0.0490</td>
<td>0.0498</td>
<td>0.680</td>
</tr>
<tr>
<td>525</td>
<td>0.0505</td>
<td>0.0475</td>
<td>0.675</td>
</tr>
<tr>
<td>530</td>
<td>0.0518</td>
<td>0.0467</td>
<td>0.670</td>
</tr>
<tr>
<td>535</td>
<td>0.0543</td>
<td>0.0450</td>
<td>0.665</td>
</tr>
<tr>
<td>540</td>
<td>0.0568</td>
<td>0.0440</td>
<td>0.660</td>
</tr>
<tr>
<td>545</td>
<td>0.0615</td>
<td>0.0426</td>
<td>0.655</td>
</tr>
<tr>
<td>550</td>
<td>0.0640</td>
<td>0.0410</td>
<td>0.650</td>
</tr>
<tr>
<td>555</td>
<td>0.0683</td>
<td>0.0400</td>
<td>0.645</td>
</tr>
<tr>
<td>560</td>
<td>0.0717</td>
<td>0.0390</td>
<td>0.640</td>
</tr>
<tr>
<td>565</td>
<td>0.0762</td>
<td>0.0375</td>
<td>0.630</td>
</tr>
<tr>
<td>570</td>
<td>0.0807</td>
<td>0.0360</td>
<td>0.623</td>
</tr>
<tr>
<td>575</td>
<td>0.0849</td>
<td>0.0340</td>
<td>0.615</td>
</tr>
<tr>
<td>580</td>
<td>0.1070</td>
<td>0.0330</td>
<td>0.610</td>
</tr>
<tr>
<td>585</td>
<td>0.1280</td>
<td>0.0328</td>
<td>0.614</td>
</tr>
<tr>
<td>590</td>
<td>0.1570</td>
<td>0.0325</td>
<td>0.618</td>
</tr>
<tr>
<td>595</td>
<td>0.2000</td>
<td>0.0330</td>
<td>0.622</td>
</tr>
<tr>
<td>600</td>
<td>0.2530</td>
<td>0.0340</td>
<td>0.626</td>
</tr>
<tr>
<td>605</td>
<td>0.2790</td>
<td>0.0350</td>
<td>0.630</td>
</tr>
<tr>
<td>610</td>
<td>0.2960</td>
<td>0.0360</td>
<td>0.634</td>
</tr>
<tr>
<td>615</td>
<td>0.3030</td>
<td>0.0375</td>
<td>0.638</td>
</tr>
<tr>
<td>620</td>
<td>0.3100</td>
<td>0.0385</td>
<td>0.642</td>
</tr>
<tr>
<td>625</td>
<td>0.3150</td>
<td>0.0400</td>
<td>0.647</td>
</tr>
<tr>
<td>630</td>
<td>0.3200</td>
<td>0.0420</td>
<td>0.653</td>
</tr>
<tr>
<td>635</td>
<td>0.3250</td>
<td>0.0430</td>
<td>0.658</td>
</tr>
<tr>
<td>640</td>
<td>0.3300</td>
<td>0.0440</td>
<td>0.663</td>
</tr>
<tr>
<td>645</td>
<td>0.3400</td>
<td>0.0445</td>
<td>0.667</td>
</tr>
<tr>
<td>650</td>
<td>0.3500</td>
<td>0.0450</td>
<td>0.672</td>
</tr>
<tr>
<td>655</td>
<td>0.3700</td>
<td>0.0460</td>
<td>0.677</td>
</tr>
<tr>
<td>660</td>
<td>0.4050</td>
<td>0.0475</td>
<td>0.682</td>
</tr>
<tr>
<td>665</td>
<td>0.4180</td>
<td>0.0490</td>
<td>0.687</td>
</tr>
<tr>
<td>670</td>
<td>0.4300</td>
<td>0.0515</td>
<td>0.695</td>
</tr>
<tr>
<td>675</td>
<td>0.4400</td>
<td>0.0520</td>
<td>0.697</td>
</tr>
<tr>
<td>680</td>
<td>0.4500</td>
<td>0.0505</td>
<td>0.693</td>
</tr>
<tr>
<td>685</td>
<td>0.4700</td>
<td>0.0440</td>
<td>0.665</td>
</tr>
<tr>
<td>690</td>
<td>0.5000</td>
<td>0.0390</td>
<td>0.640</td>
</tr>
<tr>
<td>695</td>
<td>0.5500</td>
<td>0.0340</td>
<td>0.620</td>
</tr>
<tr>
<td>700</td>
<td>0.6500</td>
<td>0.0300</td>
<td>0.600</td>
</tr>
</tbody>
</table>

It drops from more than 170 (in the 420- to 550-nm domain) to an uncomfortably low figure at the red end of the spectrum. The correlation coefficient follows approximately the same trend (Figure 6), with \( r^2 \) values higher than 0.90 in the 420- to 530-nm band, a drop around 600 nm (due to the steep slope of the water absorption), a relative restoration to acceptable levels in the 610- to 650-nm domain, and finally a deteriorated situation in the far-red region.

When considering the data bank, two kinds of bias must be acknowledged: (1) the oligotrophic waters (low C) are virtually absent in the statistical treatment when dealing with the long...
Fig. 6. As a function of the wavelength, \( N \), the number of \( K(\lambda) \) values used in the regression analysis, and \( r^2 \), the coefficient of determination, which appeared when fitting equations as in (9), are plotted. Note that the drop in \( N \) beyond 600 nm results not only from a reduced number of available data (see Figure 5a) but also from having excluded data with \( C < 2 \) or \( 3 \) mg m\(^{-3} \) which often appeared unreliable and which strongly depressed \( r^2 \).

wavelengths (\( \lambda > 650 \) nm); therefore the \( \chi_c \) and \( e \) values beyond 650 nm are only extracted from the mesotrophic and eutrophic waters (moderate and high \( C \) values), and (2) conversely, when dealing with the blue part of the spectrum, some eutrophic waters are eliminated in the statistical treatment when the yellow substance interference is identified. In spite of these eliminations the correlation coefficient in the 400- to 420-nm domain is slightly lowered.

Figure 7a shows, for example, the log-transformed data for \( \lambda = 450 \) nm with the straight lines corresponding to the regressions of \( y \) versus \( x \) or \( x \) versus \( y \) (\( x = \log C, y = \log [K(\lambda) - K_0(\lambda)] \)). In a similar study, Baker and Smith [1982] adopted another equation of fit which comprises three independent parameters (instead of two here). Their equation for 450 nm is also graphically represented on Figure 7a.

With the \( \chi_c(\lambda) \) and \( e(\lambda) \) values of Table 2, equation (9) leads to the curves displayed on Figures 7b–7d, together with the actual data. Examples for other wavelengths were also provided by Gordon and Morel [1983, Figures 7a and 7b]. Figure 7d exemplifies the bad situation encountered in the red, leading to uncertain values for \( \chi_c \) and \( e \). A somewhat arbitrary choice has to be made for these parameters when \( \lambda > 620 \) nm. Some guidance, however, can be found by taking into account the absorption spectrum of living algal cells, as will be examined later on.

Equation (9), along with the tabulated coefficients in Table 2, constitutes a model allowing \( K(\lambda) \) spectra to be produced as a function of the pigment concentration. Such spectra are shown on Figure 5b for \( C \) going from 0 to 30 mg m\(^{-3} \). The general shape and evolution of the actual \( K(\lambda) \) spectra (Figure 5a) are well reproduced by the modeled values. These are believed to be representative, on average, of the case I waters over the entire range of pigment concentrations expected for these waters.

The underlying hypothesis of this model deserves a comment. When writing (9), case I waters are considered as being, or restricted to, only a two-component system, the water itself
Use of the Model to Predict the Euphotic Layer Depth

The open question concerning the value of the exponent appearing in the $K_{\text{PAR}}$-C statistical relationship in (5) can be reexamined inasmuch as the $K(\lambda)$ dependency on the pigment concentration $C$ is now established. It is possible to simulate the penetration of a realistic polychromatic radiant flux within a water body containing a variable amount of phytoplankton. The first step therefore consists of adopting the spectral composition of the incoming radiation $E_0(\lambda)$. A hundred spectral measurements effected above the surface when the sky was cloud free and the solar elevation was greater than 45° were selected in view of computing an average spectrum. This spectrum is established with respect to either energy or amount of quanta, labeled $E_{0w}(\lambda)$ and $E_{0q}(\lambda)$, respectively, and in relative units (Figure 8). Convenient relative units are obtained by normalizing the spectral values with respect to the integral in such a way that

$$\int_{400}^{700} E_{0w}(\lambda) \, d\lambda = 1 \quad (\text{W m}^{-2})$$

which, with the spectral composition adopted, leads to

$$\int_{400}^{700} E_{0q}(\lambda) \, d\lambda = 2.744 \times 10^{18} \quad (\text{quanta m}^{-2} \text{s}^{-1})$$

At a given depth $Z$ the spectral downwelling irradiance is computed through the expression

$$E_\lambda(\lambda) = E_0(\lambda) \exp \left[-K(\lambda)Z\right] \quad i = w \text{ or } q \quad (10)$$

in which $K(\lambda)$ varies with $C$ according to (9). (Note that (10) is an approximation to the extent that $K(\lambda)$, as apparent property, is slightly varying with $Z$, even in a homogeneous medium.)

When starting the computation with a given value of $C$, assumed to be constant along the vertical, the depth of the euphotic zone is still unknown. An iterative procedure is then used which constrains the ratio

$$r = \frac{\int_{400}^{700} E_{0w}(\lambda) \, d\lambda}{\int_{400}^{700} E_{0q}(\lambda) \, d\lambda} \quad (11)$$

to converge toward $r = 0.01 (\pm 10^{-5})$ and consequently provides $Z_e$. As a matter of fact, the 1% levels in terms of energy or of quanta differ slightly ($Z_{e^w}$ and $Z_{e^q}$ in Table 3). The corresponding attenuation coefficients $K_{\text{PAR}}(\lambda)$ for the photosynthetic radiations and averaged for the euphotic layer are straightforwardly obtained through (4).

The $Z_{e^q}$ values with respect to quanta are plotted on Figure 2 along with the curve previously obtained by the regression analysis. There is a remarkable agreement between the two sets of data. In oligotrophic waters ($C < 0.1 \text{ mg Chl } a \text{ m}^{-3}$, $Z_e > 90 \text{ m}$) the modeled values progressively depart from the regression line. They are physically more realistic than the statistically derived values, since when $C$ tends toward zero, the model produces the limiting ideal case of optically pure water (with $Z_{e^q} \approx 183 \text{ m}$), a limit which cannot be produced when $Z_e$ is expressed as a power law of $C$, as in (1).

The $K_{\text{PAR}}(\lambda)$ values (Table 3) are plotted versus $C$ as circles on Figure 3a, together with the solid curve corresponding to (5). The modeled values nicely account for the exponent 0.428 resulting from, without being explainable by, the previous analysis. The nonlinear biological effect, transcribed by the exponents around 0.6 or 0.7 which appear in the $K(\lambda)$-C relationships, is reinforced when taking into account the poly-
TABLE 3. Values Resulting From the Use of the Spectral Model to Predict Euphotic Layer Depth

<table>
<thead>
<tr>
<th>( C ) (mg m(^{-3}))</th>
<th>( Z_w^c ) (m)</th>
<th>( K_{\text{PAR}}^c ) (m(^{-1}))</th>
<th>( Z_w^q ) (m)</th>
<th>( K_{\text{PAR}}^q ) (m(^{-1}))</th>
<th>Quanta-to-Joule ( \times 10^{18} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>8.06</td>
<td>0.5707</td>
<td>8.15</td>
<td>0.5650</td>
<td>2.835</td>
</tr>
<tr>
<td>20</td>
<td>9.85</td>
<td>0.4675</td>
<td>9.90</td>
<td>0.4644</td>
<td>2.805</td>
</tr>
<tr>
<td>10</td>
<td>13.75</td>
<td>0.3349</td>
<td>13.75</td>
<td>0.3348</td>
<td>2.748</td>
</tr>
<tr>
<td>5</td>
<td>19.00</td>
<td>0.2431</td>
<td>19.00</td>
<td>0.2432</td>
<td>2.675</td>
</tr>
<tr>
<td>3</td>
<td>24.05</td>
<td>0.1912</td>
<td>23.85</td>
<td>0.1930</td>
<td>2.630</td>
</tr>
<tr>
<td>2</td>
<td>28.95</td>
<td>0.1589</td>
<td>28.55</td>
<td>0.1611</td>
<td>2.584</td>
</tr>
<tr>
<td>1</td>
<td>39.55</td>
<td>0.1165</td>
<td>38.70</td>
<td>0.1190</td>
<td>2.514</td>
</tr>
<tr>
<td>0.5</td>
<td>53.50</td>
<td>0.08605</td>
<td>51.90</td>
<td>0.08868</td>
<td>2.437</td>
</tr>
<tr>
<td>0.3</td>
<td>66.15</td>
<td>0.06960</td>
<td>63.80</td>
<td>0.07213</td>
<td>2.390</td>
</tr>
<tr>
<td>0.2</td>
<td>77.50</td>
<td>0.05941</td>
<td>74.50</td>
<td>0.06179</td>
<td>2.365</td>
</tr>
<tr>
<td>0.1</td>
<td>98.75</td>
<td>0.04664</td>
<td>94.50</td>
<td>0.04874</td>
<td>2.335</td>
</tr>
<tr>
<td>0.05</td>
<td>120.4</td>
<td>0.03825</td>
<td>114.5</td>
<td>0.04023</td>
<td>2.300</td>
</tr>
<tr>
<td>0.03</td>
<td>135.3</td>
<td>0.03404</td>
<td>128.5</td>
<td>0.03583</td>
<td>2.290</td>
</tr>
<tr>
<td>0.01</td>
<td>160.5</td>
<td>0.02868</td>
<td>152.5</td>
<td>0.03019</td>
<td>2.281</td>
</tr>
</tbody>
</table>

The chromatic nature of the submarine light field and its change with the pigment concentration. Therefore the exponent drops to about 0.4 when dealing with the entire spectrum and considering \( K_{\text{PAR}}(0, Z_w) \).

Chlorophyll-Specific Attenuation Coefficient for Downwelling PAR Irradiance, \( k_c \)

The contribution of phytoplankton to the attenuation of downwelling PAR is described in (6) by a partial coefficient expressed as \( k_c C \), where \( k_c \) is the Chl \( a \)-specific attenuation coefficient (the overbar indicates that it is a spectrally averaged coefficient). This coefficient has been widely used in the biological and primary production literature, even if it does not properly quantify the absorption capabilities of algae. Notwithstanding the debate concerning its significance, the value itself remains debatable. The empirical method used to determine \( k_c \) from field experiments consists of studying \( K_{\text{PAR}} \) along with \( C \) and, when possible, to estimate \( k_c \) as the slope of linear regressions of \( K_{\text{PAR}} \) versus \( C \). From (5) the result is

\[
k_c = \frac{dK_{\text{PAR}}/dC}{0.0518C^{-0.572}}
\]

for oceanic case I waters. According to this expression, \( k_c \) regularly decreases with increasing pigment concentration from approximately 0.2 m\(^2\) (mg Chl\(^{-1}\)) if \( C \approx 0.1 \) mg m\(^{-3}\) to 0.007 if \( C \) is close to 30 mg m\(^{-3}\) (Figure 9). It is interesting to remark that contradictory results which have been previously published can be reconciled. Tyler [1975], Morel and Prieur [1977], and Dubinsky and Berman [1979] found \( k_c = 0.0415, 0.014, \) and 0.0067 m\(^2\) (mg Chl \( a \))\(^{-1}\) for waters with about 1.5, 10, and 35 mg Chl \( a \) m\(^{-3}\), respectively. These values are perfectly accounted for by the above relationship. The two values proposed by Smith and Baker [1978] are 0.091 and 0.016 m\(^2\) (mg Chl \( a \))\(^{-1}\) if \( C < 0.8 \) or \( C > 0.8 \) mg Chl \( a \) m\(^{-3}\), respectively. According to (12), these values are found for \( C = 0.37 \) and 7.8 mg m\(^{-3}\), in agreement with the actual data used in the study by Smith and Baker. Widely spread \( k_c \) values have been obtained in lakes [Weidemann and Bannister, 1986; Kirk, 1983, Table 9.1] which are not explained by (12), which is likely because these lake waters are not case I oceanic waters.

It is clear that a mathematical expression such as (12) loses its physical meaning when \( C \) tends toward zero or toward extremely high values. Its applicability has to be restricted to the range within which it has been established (say 0.03–30 mg Chl \( a \) m\(^{-3}\)).

Spectral Values of the Chl-Specific Attenuation for Downwelling Irradiance \( k_c(\lambda) \)

As above, the spectral values of this coefficient can be defined and computed as the derivative of \( K(\lambda) \) with respect to the pigment concentration \( C \). From (9) it follows that

\[
k_c(\lambda) = \frac{dK(\lambda)/dC}{e(\lambda)Z(\lambda)C^{-1}}
\]

The spectral \( k_c(\lambda) \) values for some selected \( C \) values are presented in absolute units (m\(^2\) mg\(^{-1}\) Chl \( a \)) in Figure 10a and in relative units, after they have been normalized at 400 nm, in Figure 10b. When \( C \) is given the highest values, the \( k_c(\lambda) \) coefficients exhibit their lowest values within the entire spectral range. As soon as \( C \) decreases, all the \( k_c(\lambda) \) values are dramatically enhanced, owing to the negative exponents applied to \( C \). With these exponents slightly depending on the wavelength the shape of the \( k_c(\lambda) \) curves also changes with changing concentration as evidenced by the normalization (Figure 10b).

Restricting by now the comments to the spectral domain at

![Fig. 9. The chlorophyll-specific attenuation coefficient for downwelling PAR (400–700 nm) plotted as a function of the mean chlorophyll concentration, according to (12). Particular \( k_c \) values, observed by the different authors Tyler [1975] (T), Smith and Baker [1978] (SB), Morel and Prieur [1977] (MP), and Dubinsky and Berman [1979] (DB) are also pointed out (see text).](image-url)
400–650 nm, where $x(\lambda)$ and $\varepsilon(\lambda)$ are statistically well established, the following can be pointed out:

1. For very low pigment content ($C \leq 0.03$ mg m$^{-3}$) the $k_\varepsilon(\lambda)$ spectrum is essentially featureless, with a sharp decrease from the blue end, followed by an almost flat portion in the green-yellow domain. Such a curve tends to resemble that of purely detrital materials [Yentsch, 1962; Kishino et al., 1986] and is similar to the absorption spectrum calculated by Kiefer and Soohoo [1982] for the material which covaries with pheopigments.

2. For high pigment content ($> 10$ mg m$^{-3}$), significant features appear on the $k_\varepsilon(\lambda)$ spectrum, essentially a broad "bump" centered at about 435 nm, a minimum at 580 nm, and a smooth ascending slope from 580 toward 630 nm. This shape is very comparable to that of $a(\lambda)$, the Chl a-specific absorption spectra determined for living algal cells grown in culture [Bricaud et al., 1983, 1988; Bricaud and Morel, 1986]. In addition, the absolute values in the blue ($k_\varepsilon(435) = 0.039–0.028$ m$^{-1}$ Chl a, when $C$ goes from 10 to 30 mg m$^{-3}$) are within the range of the $a(435)$ values obtained for algae in culture. An "averaged" absorption spectrum computed for 14 species (references above) is shown on Figure 10c. This is the rationale for deciding the best values for $x(\lambda)$ and $\varepsilon(\lambda)$ in the 620- to 700-nm domain where, as said before, the confidence in the statistical treatment fails. It is believed that in eutrophic waters the influence of biogenic detritus is reduced compared to that of living algae and that an inverse situation is to be found in oligotrophic waters. Supporting arguments will be provided later. Under this assumption the $x(\lambda)$ and $\varepsilon(\lambda)$ values determined in the red domain are slightly readjusted in such a way that they can reproduce the magnitude of the red peak (675 nm) exhibited by the algae in culture. The adopted values are consistent with the results of a statistical study made by Austin and Petzold [1986] which is discussed later (see also Figure 19b). It remains, nevertheless, that accurate measurements in this part of the spectrum are needed to ascertain the values which are proposed here.

"Quanta-to-Joule" Ratio in an Aquatic Environment and Spectral Composition of the Remnant Light as Derived From the Model

By using (9) and (10) the "quanta-to-joule" ratio can be computed at any depth according to

$$\text{quanta J}^{-1} = \frac{\int_{400}^{700} E_s(\lambda) d\lambda}{\int_{400}^{700} E_w(\lambda) d\lambda}$$

With the daylight spectral composition in Figure 8 this ratio is equal to 2.744 quanta J$^{-1}$ at the surface. It is hereinafter modified with increasing depth and depends on the spectral composition of the remnant submarine light, which itself depends on the pigment concentration $C$. The computations effected for $Z = Z_\varepsilon^*$ lead to the values given in Table 3 and to the curve which is plotted on Figure 11, redrawn from Morel and Smith [1974]. The modeled curve provides an appropriate explanation to the previously published experimental findings. As expected, this curve which stands for $Z = Z_\varepsilon^*$ forms an envelope to the field data obtained at depths less than $Z_\varepsilon^*$; at these depths the optical filtering by the water is less pronounced, and the departure of the ratio from its surface value is less marked than at the bottom of the euphotic layer.

The spectral change of the downwelling irradiance is illustrated by Figures 12a–12d, where $C$ is given discrete values ranging from 0.03 to 30 mg m$^{-3}$. In Figures 12a and 12b the depth is that of the euphotic layer (Table 3, $Z_\varepsilon^*$ values); in
The reflectance $R$ is defined as the ratio of upwelling to downwelling irradiance at a given depth. This ratio at depth zero (meaning just below the surface) is the appropriate parameter which describes how the incident solar flux is returned toward the atmosphere. The spectral values $R(\lambda)$ are related to the water content. Therefore the capabilities of remote sensing techniques rest on an adequate predictability of the $R(\lambda)$ dependence on the pigment content $C$ when dealing with case I waters.

It has been shown that within a good approximation, $R$ is expressed as

$$ R = \frac{0.33 b_w}{a} $$

at least when the ratio of the backscattering of the water, $b_w$, to its absorption $a$ remains $<1$ [Gordon et al., 1975; Prieur, 1976; Morel and Prieur, 1977]. The numerical factor 0.33 which merges several intricate influences (the volume scattering function of the water and the above-water and in-water radiance distribution) is only slightly variable with the illumination conditions [Kirk, 1981].

In view of using the $K-C$ relationships previously established, the above expression has to be transformed into

$$ R = \frac{(0.33/a)(b_w/K_a)}{b_t} $$

where the subscript $a$, abandoned before, is reintroduced. This first approach postulates that $K_a$ is linearly related to $a$ through $a = uK_a$, a condition which will be relaxed hereinafter. The exact meaning of $u$, seen now as a constant, will be explicit when the assumption of linearity is abandoned. The backscattering coefficient is split into

$$ b_t = \frac{1}{2} b_w + b_p $$

where the constant contribution of the water appears (half of the molecular scattering $b_w$) and the variable contribution of the other particulates are expressed as the product of the scattering coefficient $b$ and the dimensionless backscattering ratio $b_p$. At this stage the first question is to establish the link between $b$ and $C$, and the second question is to estimate $b_p$ and express its spectral dependence.

The scattering coefficient at 550 nm measured in situ has been studied along with the pigment concentration determined on samples taken at the same depths [Morel, 1980; Gordon and Morel, 1983]. For case I waters only and within 3 orders of magnitude in $C$ a general relationship has been obtained through regression analysis (506 data, $r^2 = 0.90$):

$$ b_{550} = 0.30C^{0.62} $$

Such a power law with an exponent less than one demonstrates that in oligotrophic waters the scattering by particulates is relatively higher than in eutrophic waters. The "chlorophyll-specific scattering" coefficient, defined as $b/C$, decreases from 1.15 to 0.10 m$^2$ (mg Chl)$^{-1}$ when $C$ goes from 0.03 to 20 mg m$^{-3}$. This regular trend constitutes a supplementary argument in favor of a reinforced relative role of detritus when the algal crop diminishes [Morel, 1987].

The choice of the spectral dependence of the $b_p$ value results from the following considerations:

1. The particle scattering has been shown to vary approximately with $\lambda^{-1}$ [Morel, 1973]. Such a dependency is expected when the size distribution function for the particles obeys a Junge law with the exponent $-4$. This law is generally thought to be representative of most natural waters, at least for the detrital fraction of the particle population. On this continuum a peak may be superimposed when living algae, with a relatively narrow size distribution, are present.
2. The shape of the volume scattering function for marine
Fig. 12. (a) and (b) Spectral distribution of the downwelling solar radiation reaching the bottom of the euphotic layer or (c) and (d) the mid euphotic depth. For Figures 12a and 12c the spectral downwelling irradiance values are given in units of energy (W m\(^{-2}\) nm\(^{-1}\), given that the total energy between 400 and 700 nm is 1 W m\(^{-2}\) at null depth); for Figures 12b and 12d the spectral values are in relative quanta (quanta m\(^{-2}\) nm\(^{-1}\) s\(^{-1}\), given that the total amount of quanta between 400 and 700 nm and at zero depth is unity per square meter and per second. The spectral distributions depend on the mean pigment concentration within the layer considered; from 1 to 13 the pigment concentration increases according to the sequence 0.03, 0.05, 0.1, 0.2, 0.3, ..., 30 mg m\(^{-3}\). The spectra for 2 mg m\(^{-3}\) are identified by circles.

particles (again predominantly of detrital nature) leads to an almost constant \(\tilde{b}_n\) value of about 2% [Morel, 1973].

3. Algal cells exhibit very low \(\tilde{b}_n\) values [Bricaud et al., 1983], as is fully supported by theory [Bricaud and Morel, 1986]. The spectral variations in \(\tilde{b}_n\) for algae, mainly ruled by algal pigment absorption, can be neglected.

By taking into account these results the term \(\tilde{b}_n\) in equation (17) can be modeled as the sum of (1) a constant term, whatever the wavelength and the concentration \(C\), which is put equal to 0.2%, and (2) a term varying as \(\lambda^{-1}\) and also varying in magnitude with \(C\). This term is put equal to 2% when \(\lambda = 550\) nm and when \(C = 10^{-2}\) mg m\(^{-3}\); it is allowed to decrease proportionally to \(\log_{10} C\) and is zero for \(C = 10^{2}\) mg m\(^{-3}\) (see inset in Figure 13). Accordingly, \(\tilde{b}_n\) is numerically expressed as

\[
\tilde{b}_n = 0.30C^{0.62}[2.10^{-3} + 2.10^{-2}(-\frac{1}{4} \log C)(550/\lambda)]
\]

The rationale of this modeling is to obtain a progressive change from an oligotrophic situation where detritus are relatively more abundant (detrital particles, characterized by \(\tilde{b}_n = \)
MOREL: BIO-OPTICAL MODELING OF OCEANIC CASE I WATERS

...pigment contents C, varying from 0.03 to 30 mg m$^{-3}$, are presented on Figure 13. They nicely account, in shape and magnitude, for the actual R(λ) spectra measured in case I waters [see Morel and Prieur, 1977, Figure 6] except obviously for the fluorescence emission at 685 nm, which is not presently modeled. Other comparisons between modeled and measured reflectances (at these wavelengths which correspond to the coastal zone color scanner channels) have shown a satisfactory agreement [Bricaud and Morel, 1987]. In remote sensing, the most sensitive pigment algorithm which can be envisaged is that which involves a couple of wavelengths in the vicinity of the R(λ) minimum in the blue and the R(λ) maximum in the yellow green, which develop when C increases. This method was successfully applied to the coastal zone color scanner data (with the 443- and the 550-nm channels) and is envisaged for future sensors. An example of what could be a case I waters algorithm, as derived from the present model, is provided in Figure 14 for the wavelengths 440–565 nm. The curve shown in this figure corresponds to the analytical expression

$$\log_{10} \left( C/0.4 \right) = -2.144 \log_{10} \left( \rho/2 \right) - 1.766 \log_{10} \left( \rho/2 \right)^3$$

which has been adjusted to fit the modeled data and could be used to retrieve C from $\rho = R(440)/R(565)$.

**Solar Heating Due to Visible Radiations in Relation to Pigment Concentration Within the Upper Layer**

Owing to the high values of absorption by the water itself, the solar infrared radiation (about 57% of the total radiation) is rapidly absorbed within a few tens of centimeters. The varying pigment concentration in case I waters does not significantly modify this figure. The heating rate associated with solar IR can thus be treated separately from that resulting from visible (400–700 nm) radiations which are much more penetrative but also much more sensitive to the water content, namely, to the pigment content. The results below only deal with the visible radiation absorption and are obtained under the assumption that the impinging flux above the surface has been corrected for Fresnel reflection at the interface and for diffuse reflection from the upper layer. This last term can be computed from the R(λ) values, once integrated over the whole visible domain, and then multiplied by the factor 0.54 [Austin, 1974], which accounts for the internal reflection of the upwelling flux.

In the visible domain the absorbed radiation is essentially

![Fig. 14. Ratio of the reflectances at 440 and 565 nm and at null depth, as a function of the pigment concentration. The circles stand for the values computed for case I waters according to the reflectance model (see text).](image)
The divergence of the radiative flux is also expressed as
\[
\text{cal} \text{ divergence of turbulent heat flux is assumed to be zero).}
\]
with \( p \) the in situ density, \( c_p \) the specific heat, and \( E_d \) and \( E_u \), the downward and upward irradiances, respectively, (the vertical divergence of turbulent heat flux is assumed to be zero). The divergence of the radiative flux is also expressed as
\[
d(E_d - E_u)/dZ = -aE
\]
where \( a \) is the local absorption coefficient and \( E \) is the scalar irradiance at the depth in question. The quantities studied here, however, are neither \( E \) nor \( a \) but \( E_a \) and \( K_a \) (the subscript \( d \) for downwelling is reintroduced for this part). Among these quantities a rigorous relationship exists (see, e.g., Preisendorfer [1976]):
\[
aE = K_a E_a [1 - R(K_a/k_d)]
\]
where \( K_a \) is the attenuation coefficient for upwelling irradiance. In general, \( K_a \) does not significantly differ from \( K_d \) and \( R \) remains small; therefore (21) can safely be simplified to allow the heating rate to be computed from known parameters:
\[
dT/dt \approx R_d E_d (1 - R(\rho c_p)^{-1})
\]
which is numerically computed with \( dZ = 5 \text{ cm} \). On Figure 15 are presented the vertical profiles of \( K_d \) for various values assigned to the pigment concentration. Each profile exhibits a strong decrease in the first 10 m (due to absorption of the red radiations) and, at greater depth, tends progressively toward an asymptotic value (when the remnant light tends to become monochromatic). The different profiles are widely spread out according to the \( C \) value used as input.

For varying depths and pigment concentrations the quantity
\[
\int_{400}^{700} E_d(Z, \lambda) K_d(Z, \lambda) d\lambda
\]
can be computed, and absorption can be estimated. To preserve that generality, the results are normalized by the incident energy at \( Z = 0 \); therefore the units are simply \( m^{-1} \) (energy absorbed per volume at a depth \( Z \) divided by incident energy per area at \( Z = 0 \)). On Figure 16 are shown the absorbing rates profiles as they result from this computation for three values of the pigment concentration, assumed constant with respect to depth. After dividing by \( \rho c_p \) (4.2 MJ m \(^{-3} \) °K\(^{-1} \)) the heating rates are obtained as kelvins for 1 MJ of (visible) incident energy on 1 m \(^2\) just below the ocean surface. To fix the ideas, the daily insolation within the visible part of the spectrum and at sea level is (ignoring the cloudiness) about 12 MJ m \(^{-2} \) d \(^{-1}\) in the equatorial belt and ranges from 0 to 13 MJ m \(^{-2} \) d \(^{-1}\) in the polar regions.

As expected, the local heating rate in the upper layers is much lower in oligotrophic waters than in eutrophic ones, while the converse is true for the deeper layers. It also appears that the various waters experience practically the same heating around a depth of about 3 m, a result which was not easily predictable.

The cumulative effect of this heating process can be com-

Fig. 15. Local values of the attenuation coefficient for downwelling visible (400-700 nm) radiation \( K_d(Z) \) as a function of depth. The different profiles are for homogeneous water bodies having various pigment concentrations, ranging from 0.03 (curve 1) to 30 mg m \(^{-3}\) (curve 7), as in Figure 13. The \( K_d(Z) \) values at the bottom of the euphotic layer are shown as circles, and the asymptotic values at greater depths are shown as vertical lines. The central wavelength of the remnant light is also given (in nm).
Fig. 16. Visible radiation absorption rates are shown as a function of depth for three selected water bodies characterized by their pigment concentrations at 0.03, 1, and 30 mg m\(^{-3}\). These rates (left-hand ordinate scale) are expressed as the ratios of the locally absorbed energy (per unit of volume) to the incident energy at the surface (per unit of area) and thus are expressed as m\(^{-1}\). The same curves can be seen as heating rates profiles (right-hand ordinate scales) expressed as kelvins per unit of radiant energy (MJ m\(^{-2}\)) crossing the air-water interface. The depths where 99% of the incident energy is absorbed (i.e., at \(Z = Z_e\)) are shown as circles.

Computed by using (11) in conjunction with (9) and (10). The fraction of radiant energy which is absorbed above a fixed depth is expressed in (11) as \(1 - r\) (with \(1 - r = 0.99\) when the depth is that of the euphotic zone). The cumulative curves established in this manner for diverse \(C\) values are presented on Figure 17. At 1 m (a depth where practically all the IR radiation is already absorbed), from 13% to 50% of the visible radiation is absorbed according to whether the water is oligotrophic or eutrophic (\(C = 0.03\) or 30 mg m\(^{-3}\)).

Rate of Radiant Energy Storage Through the Photosynthesis Process

The daily primary production (or carbon fixation) within the entire euphotic zone, after being converted into its energetic equivalent (on the basis of 39 kJ per gram of \(C\) transferred from \(CO_2\) to organic matter), provides the photosynthetically stored radiation (PSR). By forming the ratio of PSR to PAR a dimensionless parameter \(\varepsilon\) is obtained which describes the energy storage efficiency of photosynthesizing algae. This number allows meaningful comparisons to be made between various oceanic zones, since the influence of variable insulations upon production is eliminated. These \(\varepsilon\) values are plotted as a function of the depth of the euphotic zone (Figure 18). In spite of a relatively scattered distribution of the points a clear pattern is revealed, with the highest \(\varepsilon\) values of about 2% for thin euphotic layers with high chlorophyll content and \(\varepsilon\) values 50 or 100 times less in oligotrophic situations. A question immediately arises: To what extent is this pattern fully accounted for by the varying amount of algal biomass present in the euphotic layer?

While the algal biomass integrated through the photic zone \(C_{TOT}\) may vary over at least 2 orders of magnitude from approximately \(4 \times 10^{-3}\) to \(4 \times 10^{-1}\) g Chl \(a\) m\(^{-2}\), it was shown [Morel, 1978], and it has been thereafter confirmed [Platt, 1986] that the efficiency number, once divided by \(C_{TOT}\), produces a kind of biogeochemical "constant." In Morel's study, only the results (30 data) from the SCOR/WG 15 and CINECA 5 cruises (Table 1) were used. The "constant" \(\psi\) (notation of Falkowski [1981]) which resulted from this study is

\[
\psi = 0.07 \text{ m}^2(\text{g Chl } a)^{-1}
\]

within \(\pm 50\%\) at 1 \(\sigma\). Therefrom the energy storage by photosynthesis can be written as

\[
PSR = 0.07(\pm 0.035) \times PAR \times C_{TOT}
\]

or by reversing the joule-to-carbon correspondence and expressing PAR in moles of photons on the basis of 1 J = 2.5
Fig. 19a. The circles show the spectral values of the attenuation coefficient for downwelling irradiance according to Jerlov’s optical classification (from bottom to top, types I-III). The curves computed from equation (9) correspond (from bottom to top) to increasing pigment concentrations, namely, 0, 0.01, 0.05, 0.1, 0.5, 1, and 2 mg m$^{-3}$.

$\times 10^{18}$ quanta in the aquatic environment [Morel and Smith, 1974]

mol C fixed = 0.036($\pm$0.018) mol photons $\times C_{\text{TOT}}$ (23)

These relationships express that when normalized to total pigment, the energy (or CO$_2$) fixation per unit area of ocean is linearly related to the surface insolation (visible part).

The total pigment content $C_{\text{TOT}}$ has previously been linked to the depth of the euphotic layer $Z_e$ through (3), which combined with (22) gives

$\varepsilon = \frac{\text{PSR}}{\text{PAR}} = \frac{1}{4.91}Z^{-1.34}_e = 0.344(\pm0.17)Z^{-1.34}_e$ (24)

The corresponding $\varepsilon$ curves, as a function of $Z_e$, are drawn on Figure 18. Most of the experimental points (207) fall within the band delimited by the extreme $\psi$ values. The large amount of additional data (177), along with those data (30) previously used to obtain the above $\varepsilon$ value, bring out the ubiquity of the "natural law" transcribed by (23) and subsequently by (24).

The estimate of the primary production from satellite surveys combined with (22) gives

Comparison With Other Optical Classifications and Models

The basis of the classification set up by Jerlov [1951] is that the downwelling irradiance attenuation coefficient $K_\lambda$ for any wavelength can be expressed as a linear function of $K_a$ at a reference wavelength ($\lambda = 475$ nm in the study by Jerlov). The oceanic types I, IA, IB, II, and III are thus defined through their $K_a(475)$ values, with the consequence that all the $K_\lambda$ values are fixed for a given type [Jerlov, 1976, Table 27]. By comparing these spectra to those resulting from equation (9), used with the coefficients in Table 2, a specific pigment concentration can be assigned to each of Jerlov’s water types. Because there is not a perfect agreement between Jerlov’s $K_a$ spectra and those generated through (9), only approximate $C$ values can be determined (see also Figure 19a).

$0.01 \simeq 0.05 \simeq 0.1 \simeq 0.5 \simeq 1.5-2$ mg m$^{-3}$

The discrepancies between the two families of spectra are the following: (1) for water type I the attenuation values are slightly less than those adopted for $K_a$, beyond 500 nm, (2) the increase in water absorption, occurring between 500 and 520 nm, is not reproduced in Jerlov’s spectra which exhibit regular slopes between 500 and 580 nm, and (3) in the blue to violet part of the spectrum (from 475 to 400 nm) the slopes of the type II and III waters are steeper than those of the $K(\lambda)$ spectra corresponding to pigment concentrations ranging from 0.5 to 2 mg m$^{-3}$.

The above discrepancies reflect the improvements which have resulted from a better knowledge of the optical constant of optically pure water [Smith and Baker, 1981] as well as from the considerable amount of spectral data acquired at sea since the pioneer work effected by Jerlov.

Note that Jerlov’s coastal types 1-9, representative, in effect, of yellow substance dominated waters (see discussion by Morel [1982]), are outside the present modeling, valid only for case I waters. Charts of Jerlov’s water types in the world ocean have been prepared [Jerlov, 1976] and improved [Simonot and Le Treut, 1986] for the purpose of climatological modeling of solar heating. Future satellite data giving access to the pigment concentration of the upper layer will allow prediction of Figures 15 and 16 to be systematically used in a thermodynamic modeling of the sea surface temperature and mixed layer depth.
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The analysis carried out by Austin and Petzold [1986] rests on a basic idea similar to Jerlov's, that is, the existence of a linear relationship between any $K(\lambda)$ and $K_a(490)$ at least up to some maximum value of $K_a(490) = 0.16 \text{ m}^{-1}$ in their study. Such an assumption is contradictory to the existence in (9) of an exponent allowed to vary with $\lambda$. However, in a restricted range of $K_a(490)$ values (or equivalently of $C$ values) the nonlinear behavior is reduced, since the $\epsilon(\lambda)$ values are not very different. By fitting linear equations of the form

$$K(\lambda) = M(\lambda)[K(490) - K_a(490)] + K_a(\lambda)$$

Austin and Petzold calculated the "slopes" $M(\lambda)$ plotted on Figure 19b. $M(\lambda)$ can also be computed by using (9), with the difference that the $M(\lambda)$ values are no longer unique but varying with varying pigment concentration. The curves for $C = 0.3, 1, \text{ and } 3 \text{ mg m}^{-3}$ are also shown on Figure 19b (these $C$ values are consistent with the $K_a(490)$ envisaged by Austin and Petzold). The agreement is remarkable and increases the confidence in the modeled case I waters properties since this comparison demonstrates the perfect compatibility of two sources of data.

The bio-optical model of natural waters established by Baker and Smith [1982] is in essence similar to the model presented here; in addition, it can include the dissolved organic material (DOM) component. When DOM is negligible, the $K(\lambda)$ values depend only on the pigment concentration according to an analytical expression (Baker and Smith's (6)) which involves three parameters varying with $\lambda$. This relationship for $\lambda = 450 \text{ nm}$ is graphically presented in Figure 7a. A numerical comparison of the products of their model with those of (9), used with the values in Table 2, reveals a marked divergence in the 400- to 550-nm domain when $C$ is about 1 or 2 mg m$^{-3}$. The "bump" which occurs for these concentrations (Figure 7a) produces higher $K(\lambda)$ when using the Baker-Smith model. The data used in the present study do not support the reality of enhanced $K$ values in this range of concentration or the need for curvatures to get a better fit. It is believed that the simple power law (9) is more accurate in reproducing the field data.

**DISCUSSION AND CONCLUSION**

In case I waters the optical properties are solely governed by phytoplankton and their immediate derivatives. They are not, however, linearly correlated to the amount of algae, as depicted by the chlorophyll $a$ $(+\text{ pheophytin } a)$ concentration. This nonlinear biological effect on several optical properties of the ocean has been analyzed and its consequences derived. Before discussion the main features can be summarized as follows: (1) the spectral attenuation coefficients $K(\lambda)$ increase more slowly than does the pigment concentration $C$ (power law with exponents of about 0.7), (2) the scattering coefficient $b$ also increases more slowly than does $C$ (exponent equal to 0.62), (3) $k_c(\lambda)$, the spectral values of the Chl-specific attenuation coefficient of the algal material (living and detrital), are not constant because they all decrease with increasing pigment concentration, and (4) the shape of the $k_c(\lambda)$ spectrum changes with $C$, resembling that of absorption by detrital material at low $C$ or by living algae, grown in culture, at high $C$.

It has not been attempted, however, to examine the origin of these nonlinear behaviors. The idea was put forward that a regular change in the relative proportions of the subcomponents inside the biogenic compartment could explain the observed nonlinearity (the subcomponents being the living algal cells, the particulate, and the dissolved detrital materials). This explanation must be supported by other kinds of observations.

**Pigment, Organic Carbon, and Seston Relationships in Case I Waters**

Along with the pigment determination the particulate organic carbon (POC) has also been measured on the same samples taken in the euphotic layer. These data (case II excluded) are plotted on Figure 20. Even if the "cloud" cannot lead to a high correlation coefficient between the log-transformed data ($N = 409, r^2 = 0.68$), it remains that an unambiguous trend exists. The regression analysis lead to the following, slightly rounded, relationship

$$\langle C \rangle = 90 \langle \text{Chl} \rangle^{0.57}$$

where $\langle C \rangle$ symbolizes the POC concentration (in mg m$^{-3}$) and $\langle \text{Chl} \rangle$ (also in mg m$^{-3}$) replaces the previous notation $C$ (to prevent confusing it with carbon). This relationship acknowledges that when $\langle \text{Chl} \rangle$ spans almost 3 orders of magnitude, $\langle C \rangle$ experiences a change restricted to only 1.5 orders of magnitude. The data, published by Huntsman and Barber [1977], for offshore stations in the Mauritanian upwelling zone, corroborate the present results. A similar relationship $\langle C \rangle = 152 \langle \text{Chl} \rangle^{0.58}$ can be deduced from the data and regression analysis carried out by Malone [1982].

Scattering measurements also allow another, independent approach to be made. Over 2 orders of magnitude there exists a linear relationship between the scattering coefficient (at 550 nm) $b$ and the total seston concentration (dried material) denoted $\langle S \rangle$ (expressed as g m$^{-3}$). This relationship [see Gordon and Morel, 1983, Figure 6] is simply written

$$b/\langle S \rangle = 1 \text{ m}^2/\text{g} \quad \text{(seston)}$$

Between $b$ and $\langle \text{Chl} \rangle$ another statistical relationship has been previously mentioned in (18), which is recalled:

$$b = 0.30 \langle \text{Chl} \rangle^{0.62}$$
By substitution, it becomes

\[ \langle S \rangle = 0.30 \times 10^3 \langle \text{Chl} \rangle^{0.62} \]  

(27)

where \( \langle S \rangle \), like \( \langle \text{Chl} \rangle \), is expressed as milligrams per cubic meter. For the upper layers of the ocean it was shown [Copin, 1980] that the carbon-to-seston ratio takes its higher value, about 1-2.7 (mass per mass). Accordingly, (27) can be rewritten as

\[ \langle C \rangle = 110 \langle \text{Chl} \rangle^{0.62} \]  

(28)

which, in an indirect way, nicely supports the above statistical product expressed by (25). In addition, the practically insignificant difference between the exponents appearing in (25) and (18) strongly suggests that the scattering coefficient is linearly related to the particulate organic carbon concentration.

To the extent that the optical properties (namely, \( K(\lambda) \), \( b(\lambda) \), and \( b \)) depend not only on the pigmented particles, depicted by \( \langle \text{Chl} \rangle \), but also on the total seston, depicted by \( \langle S \rangle \), the nonlinear biological effect becomes understandable, as being a consequence of the nonlinearity inside the biogenic compartment as expressed by (25). Another geochemical consequence of this nonlinearity is the progressive change of \( \theta \), which is the carbon-to-chlorophyll ratio in the natural environment. For a pigment concentration going from 0.02 to 1 and finally to 20 mg m\(^{-3}\) the corresponding \( \theta \) values are about 1000, 100, and 25. It is known that living cells may experience considerable changes in \( \theta \), as a physiological response to light and nutrient limitations (see, e.g., Falkowski [1980] and Krief and Mitchell, 1983). They are, however, not as wide as the above values, and overall it is doubtful that they should be so regularly well ordered with respect to the trophic state of the water. The increasing relative role played by detrital particles (perhaps also by nonpigmented bacterial) is presumably at the origin of the increasing carbon-to-pigment ratio when the algal biomass decreases. Anyway, because of either the diminishing cellular pigment content or the relatively more abundant detritus the result is the same from an optical viewpoint; more suspended particles per unit of pigment are present at low biomass. More particles entail more scattering per unit of pigment [see Morel, 1987] with a consequence on the \( K \) coefficients which remains to be assessed.

Absorption and Scattering Roles in Forming \( K_d \)

The attenuation coefficient for downwelling irradiance \( K_d \), which is not an inherent optical property, is nevertheless dependent on two inherent properties \( a \) and \( b \), the absorption and scattering coefficients (and on the angular structure of the light fields). At the midpoint of the euphotic zone, for a wide range of \( b/a \) values and high sun conditions, Kirk [1981] has obtained through Monte Carlo calculations the following expression:

\[ K_d \approx (a^2 + 0.256ab)^{1/2} \]  

(29)

which can be used as a sufficient approximation in the problem addressed.

By using (18) the scattering coefficient of a water body can be expressed as a function of its pigment concentration according to

\[ b(\lambda) = b_\omega(\lambda) + B(\lambda)\langle \text{Chl} \rangle^{0.62} \]

with \( B = 0.30 \) when \( \lambda = 550 \text{ nm} \) and \( B(\lambda) = 0.3(\lambda/550)^{-1} \) for other wavelengths. By adopting for the present trial the chlorophyll-specific absorption values for algae grown in culture (the "averaged" values), shown in Figure 10c, the absorption coefficient can be expressed as

\[ a(\lambda) = a_\omega(\lambda) + a^*(\lambda)\langle \text{Chl} \rangle + a_{det} \]

where \( a_{det} \) is that part of absorption due to the presence of detritus and bacteria. These substances, while less pigmented than living cells, may have a noticeable influence, particularly in the short-wavelength domain. This term could be modeled as a function of the pigment concentration (1) if a relationship between the dissolved organic substance (yellow substance) and the algal concentration in case I waters exists and is available, and (2) if a specific absorption coefficient (preferably a carbon-specific coefficient) for the detrital particulate is known. The present knowledge is insufficient to assess quantitatively \( a_{det} \) and this term will be simply ignored in the following computation. Its absence, however, has to be kept in mind when discussing the results.

By taking as examples the wavelengths 440 and 565 nm, which are those of the approximate maximum and minimum algal absorption, and, for comparison, 690 nm as typical of the red end of the spectrum, \( K(\lambda) \) can be computed as a function of \( \langle \text{Chl} \rangle \). The values in Table 4 are used for this computation.

The computed \( K(\lambda) \) values are plotted versus the pigment concentration on Figure 21, along with the curves which are derived from the regression analysis (with \( K_d(\lambda) \), \( x(\lambda) \), and \( e(\lambda) \) obtained through Monte Carlo calculations the following expression:

\[ K_d \approx (a^2 + 0.256ab)^{1/2} \]  

(29)

which can be used as a sufficient approximation in the problem addressed.

By using (18) the scattering coefficient of a water body can be expressed as a function of its pigment concentration according to

\[ b(\lambda) = b_\omega(\lambda) + B(\lambda)\langle \text{Chl} \rangle^{0.62} \]

with \( B = 0.30 \) when \( \lambda = 550 \text{ nm} \) and \( B(\lambda) = 0.3(\lambda/550)^{-1} \) for other wavelengths. By adopting for the present trial the chlorophyll-specific absorption values for algae grown in culture (the "averaged" values), shown in Figure 10c, the absorption coefficient can be expressed as

\[ a(\lambda) = a_\omega(\lambda) + a^*(\lambda)\langle \text{Chl} \rangle + a_{det} \]

where \( a_{det} \) is that part of absorption due to the presence of detritus and bacteria. These substances, while less pigmented than living cells, may have a noticeable influence, particularly in the short-wavelength domain. This term could be modeled as a function of the pigment concentration (1) if a relationship between the dissolved organic substance (yellow substance) and the algal concentration in case I waters exists and is available, and (2) if a specific absorption coefficient (preferably a carbon-specific coefficient) for the detrital particulate is known. The present knowledge is insufficient to assess quantitatively \( a_{det} \) and this term will be simply ignored in the following computation. Its absence, however, has to be kept in mind when discussing the results.

By taking as examples the wavelengths 440 and 565 nm, which are those of the approximate maximum and minimum algal absorption, and, for comparison, 690 nm as typical of the red end of the spectrum, \( K(\lambda) \) can be computed as a function of \( \langle \text{Chl} \rangle \). The values in Table 4 are used for this computation. The computed \( K(\lambda) \) values are plotted versus the pigment concentration on Figure 21, along with the curves which are derived from the regression analysis (with \( K_d(\lambda) \), \( x(\lambda) \), and \( e(\lambda) \) obtained through Monte Carlo calculations the following expression:

\[ K_d \approx (a^2 + 0.256ab)^{1/2} \]  

(29)

which can be used as a sufficient approximation in the problem addressed.

By using (18) the scattering coefficient of a water body can be expressed as a function of its pigment concentration according to

\[ b(\lambda) = b_\omega(\lambda) + B(\lambda)\langle \text{Chl} \rangle^{0.62} \]

with \( B = 0.30 \) when \( \lambda = 550 \text{ nm} \) and \( B(\lambda) = 0.3(\lambda/550)^{-1} \) for other wavelengths. By adopting for the present trial the chlorophyll-specific absorption values for algae grown in culture (the "averaged" values), shown in Figure 10c, the absorption coefficient can be expressed as

\[ a(\lambda) = a_\omega(\lambda) + a^*(\lambda)\langle \text{Chl} \rangle + a_{det} \]

where \( a_{det} \) is that part of absorption due to the presence of detritus and bacteria. These substances, while less pigmented than living cells, may have a noticeable influence, particularly in the short-wavelength domain. This term could be modeled as a function of the pigment concentration (1) if a relationship between the dissolved organic substance (yellow substance) and the algal concentration in case I waters exists and is available, and (2) if a specific absorption coefficient (preferably a carbon-specific coefficient) for the detrital particulate is known. The present knowledge is insufficient to assess quantitatively \( a_{det} \) and this term will be simply ignored in the following computation. Its absence, however, has to be kept in mind when discussing the results.

By taking as examples the wavelengths 440 and 565 nm, which are those of the approximate maximum and minimum algal absorption, and, for comparison, 690 nm as typical of the red end of the spectrum, \( K(\lambda) \) can be computed as a function of \( \langle \text{Chl} \rangle \). The values in Table 4 are used for this computation. The computed \( K(\lambda) \) values are plotted versus the pigment concentration on Figure 21, along with the curves which are derived from the regression analysis (with \( K_d(\lambda) \), \( x(\lambda) \), and \( e(\lambda) \) obtained through Monte Carlo calculations the following expression:

\[ K_d \approx (a^2 + 0.256ab)^{1/2} \]  

(29)

which can be used as a sufficient approximation in the problem addressed.
taken from Table 2). A satisfactory agreement between the two kinds of results is obtained. In spite of its approximate character the model is able to reproduce the nonlinear $K(\lambda)$ pattern and to explain this pattern as the result of the combined influences of scattering and absorption (both phenomena which are themselves strongly wavelength-dependent).

In the range of high pigment concentrations the computed $K$ values for 440 and 565 nm tend to exceed those resulting from the regression analysis. This excess presumably results from the Chl-specific absorption values adopted above, perhaps too high for algae living in a natural eutrophic environment. On the basis of the scattering properties there are strong arguments in favor of the predominance, in eutrophic waters, of big-sized algal cells with high intracellular concentration [Morel, 1987]. The "discreteness" or "package" effect [Kirk, 1975; Morel and Bricaud, 1981] is therefore enhanced and reduces the Chl-specific absorption capabilities of such algae. A sensitivity test effected on equation (29) shows that when reducing $a^*(440)$ and $a^*(565)$ by 30%, a reasonable assumption concerning the discreteness effect, the two kinds of curves become practically confounded at high pigment concentration. At low pigment concentration the computed $K(440)$ values are below the actual ones, very likely because absorption by the detrital and non-algal materials has been ignored.

In conclusion, the nonlinear biological effect on the optical properties is reasonably well understood. At the level of the biological material itself there exists a rather regular evolution from the oligotrophic situation, where detrital (or at least non-pigmented) organic carbon predominates over the living pigmented carbon, to the eutrophic situation, where the converse is true. These changes inside the biological compartment concern the relative proportions and not the absolute values of the biological material concentration, which obviously decreases from eutrophic to oligotrophic waters (by 3 orders of magnitude with respect to chlorophyll and by 1.5 orders of magnitude with respect to particulate carbon). At the level of the optical properties resulting from the presence of the biological material, weakly pigmented or unpigmented particles contribute to increasing the attenuation coefficients essentially through their scattering properties, whereas pigmented cells act simultaneously as absorbers and scatterers. These optical contributions, when weighted by the changing proportions as recalled above, account well for observation. In oligotrophic oceanic waters, in addition to the "blue absorbing" particulates, the endogeneous yellow substance, albeit hardly measurable, is not optically negligible [Bricaud et al., 1981] and could be partly at the origin of the enhanced Chl-specific attenuation coefficient (the $k_a(\lambda)$ values) in the blue part of the spectrum. This conclusion is also supported by the results obtained by Prieur and Sathyendranath [1981], who demonstrated that yellow substance absorption is never absent and that partial absorption by phytoplankton is relatively enhanced at low pigment concentration. In eutrophic waters, with a lower detrital-to-living materials ratio, the optical properties tend to resemble that of dilute culture of algae, exhibiting low chlorophyll-specific scattering and absorption coefficients, as a consequence of a marked package effect.
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