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Abstract. Geochemical and field evidence suggest that melt transport in some
regions of the mantle is localized into mesoscale “channels” that have widths of
0.1–100 m or larger. Nevertheless, the mechanisms for formation of such channels
from a grain-scale distribution of melt are poorly understood. The purpose of this
paper is to investigate one possible mechanism for channel formation: the reaction
infiltration instability (RII). We present numerical solutions of the full equations
for reactive fluid flow in a viscously deformable, permeable medium. We show
that dissolution in a compactible solid with a vertical solubility gradient can lead
to significant flow localization such that> 90% of the melt flux is channelized
in < 20% of the available area. In particular, the ability of the solid to compact
enhances the instability by forming impermeable regions between channels. The
combination of reaction, diffusion, and solid compaction leads to strong selection
of preferred length scales with channel spacing smaller than the compaction length
(δ ∼ 102–104 m). We explore the evolution of dissolution channels over parameter
space and show that the behavior of the full nonlinear solutions is consistent with
predictions from linear stability analysis. We also briefly consider the behavior
of the instability in the presence of melting due to adiabatic decompression and
demonstrate that significant localization can occur even in the presence of uniform
melting and compaction. Using the linear analysis to extend these results for
parameters expected in the Earth’s mantle suggests that robust channel systems
could form through the RII from a homogeneous system in∼100,000 years with
dominant channel spacing of1–200 m.

1. Introduction

Understanding how melt flow is organized on scales rang-
ing from the grain scale to the size of the partially molten
region is a crucial problem in mantle and magma dynam-
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mental Sciences and Energy Research Department

ics because the local distribution of melt affects the rates of
melt transport, the composition of mantle melts, and the bulk
rheology and dynamics of partially molten regions. There
is geochemical and field evidence that although melting be-
gins on the grain scale, melt transport must somewhere or-
ganize into “channels” that could range in scale from 10-
cm spaced veins [Spiegelman and Kenyon, 1992] to episodic
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dikes [Sleep, 1988;Nicolas, 1989, 1990] to multiscale “frac-
tal trees” [Hart, 1993]. Nevertheless, the causes and conse-
quences of channel formation remain virtually unexplored.
The purpose of this paper is to investigate the physics, scal-
ing, and observable consequences of one possible mecha-
nism, the reaction infiltration instability (RII) [e.g.,Chadam
et al., 1986;Ortoleva et al., 1987;Aharonov et al., 1995],
where high-porosity channels form by a feedback between
melt flow and corrosive dissolution. Previous authors have
considered the behavior of this instability in rigid porous
media and multicomponent water rock systems [e.g.,Steefel
and Lasaga, 1990, 1994;Aharonov et al., 1997] and have
demonstrated it experimentally [Hoefner and Fogler, 1988;
Daccord, 1989;Kelemen et al., 1995b]. Here we extend the
problem to viscously deformable media, appropriate to the
mantle, through a series of theoretical calculations for a sim-
plified physical system.

The principal geochemical argument for flow localization
in the mantle comes from the observation that mid-ocean
ridge basalts (MORBs) are strongly out of chemical equi-
librium with residual peridotites by the time they reach the
crust-mantle transition zone. In terms of major elements,
MORBs are not saturated in orthopyroxene (opx) at Moho
pressures. However, opx is a major constituent of all resid-
ual mantle peridotites (∼20%) [e.g.,O’Hara, 1965;Stolper,
1980] and dissolves very rapidly in undersaturated mantle
melts [Kuo and Kirkpatrick, 1985a, b;Brearley et al., 1986;
Zhang et al., 1989]. Thus the observation that MORBs ap-
pear to have last equilibrated with mantle peridotite at a pres-
sure of 1.0 GPa or more suggests that melts have traveled
through at least the top 30 km of oceanic upper mantle with-
out equilibrating with residual mantle peridotite. Similar
arguments can be made from the observation that MORBs
are also not in trace element equilibrium with most abyssal
peridotites [Johnson et al., 1990;Johnson and Dick, 1992].
They are usually interpreted to be a mixture of melts pro-
duced from mantle peridotite over a range of pressures that
preserves information about pressures greater than that at the
base of the crust [Klein and Langmuir, 1987;Salters and
Hart, 1989].

These observations place important constraints on the
melt transport process and are usually explained by a near-
fractional melting process beginning at some depth, with
only limited interaction between melt and residue during
transport. While the depth at which disequilibrium trans-
port begins is still an open question,Spiegelman and Kenyon
[1992] showed that a minimum requirement for disequilib-
rium transport is for melts to be transported in veins or chan-
nels spaced∼>10 cm apart assuming negligible interchannel
porosity (or, e.g.,>1 m apart for an interchannel porosity of
0.1%).

Beyond chemical arguments, there is also in situ field ev-
idence for flow localization preserved in ophiolites which
record melt migration features from both the adiabatically
rising asthenosphere and the conductively cooled lithosphere
[e.g.,Nicolas, 1989, 1990;Kelemen et al., 1995a;Ceuleneer
et al., 1996]. Kelemen et al.[1995a] provide a brief sum-
mary of these different features and identify a set of “re-
placive dunite” bodies in the Oman ophiolite as melt con-
duits [see alsoHirschmann, 1995]. These dunites are re-
gions where all of the orthopyroxene has been dissolved
away, leaving a relatively unreactive olivine residue. The
most important observation is that small, rare clinopyrox-
enes (cpx) in the dunites are chemically in equilibrium with
MORB-like liquids, such as those that formed the igneous
crust in the ophiolite, while similar pyroxenes in the adja-
cent harzburgites are not. These harzburgites are strongly
depleted in light rare earth elements [Kelemen et al., 1995a]
and have pyroxene compositions similar to pyroxenes in
abyssal peridotites [Johnson et al., 1990;Johnson and Dick,
1992;Dick and Natland, 1996;Ross and Elthon, 1995].

The sharp geochemical contrast between residual
harzburgites and replacive dunites suggests that the dunites
are conduits for melt transport. Similar reactive dunites are
seen in other ultramafic bodies and occur on scales from 0.1
to 100 m [e.g.,Quick, 1981;Kelemen et al., 1992;Nicolas,
1989;Kelemen and Dick, 1995]. Some of these dunites are
associated with shear zones and dikes, but others have con-
tact relationships which indicate that they formed as purely
porous dissolution channels. While the dunites are clearly
a locus for melt migration, questions remain as to how they
form and how much melt has been channeled through them.

Previously suggested mechanisms for flow localization
fall into two end-member categories. The first set of insta-
bilities is purely mechanical, where local variations in ma-
trix strength lead to flow localizations. These mechanisms
include nucleation of “veins” into dikes or hydrofractures
[Nicolas, 1989, 1990;Sleep, 1988; Connolly and Podlad-
chikov, 1998] and the localization of melt by viscous shear
of a material with porosity weakening viscosity [Stevenson,
1989;Richardson, 1998;Hall and Parmentier, 1998]. An
alternative physicochemical mechanism, the reactive infil-
tration instability (RII) [Chadam et al., 1986;Ortoleva et al.,
1987], has also been suggested as a means of melt extraction
[Kelemen et al., 1995b;Aharonov et al., 1995, 1997]. In this
mechanism, channeling arises from a feedback between dis-
solution and melt flux. In a system where the solubility of a
mineral phase (e.g., pyroxene) in the melt increases with de-
creasing pressure in the melting column [e.g.,Kelemen et al.,
1995b, Figure 3], regions of larger melt flux cause increased
dissolution which increases the permeability, which in turn
increases the flux in a runaway process.
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Both mechanical and reactive instabilities are expected
to occur in the mantle and should probably reinforce each
other; however, because the dunite channels are clearly as-
sociated with dissolution features, in this study we begin by
asking how much localization can be attributed to the reac-
tion infiltration instability alone. The purpose of this paper is
to investigate the simplest fully nonlinear problem appropri-
ate for understanding the consequences of reactive flow in a
compactible matrix. The discussion will consider additional
process and compare our results to other studies.

2. Model Description

The simplest problem that demonstrates much of the
physics of flow in reactive, deformable media is the flow of a
solvent through a static (i.e. not upwelling) but compactible
medium with a single soluble phase, in which the solubility
of the phase increases with decreasing pressure (see Figure
1). This problem is discussed in detail byAharonov et al.
[1995] and is similar to that calculated for a rigid media by
Aharonov et al.[1997]. This problem is also related to prob-
lem of flowing water through a box of salt and glass beads
as modeled byKelemen et al.[1995b].

2.1. Governing Equations

Appendix A provides a general derivation of the equa-
tions for reactive flow in viscously deformable porous me-
dia based on the original formulation ofMcKenzie[1984].
For the problem considered here, the equations can be writ-
ten for four scalar variables: the porosityφ, the excess fluid
pressureP (or compaction rateC), and the concentration of
the soluble phase in the solidcs and the meltcf . The dimen-
sionless equations can be written

Dsφ

Dt
= (1 − φ0φ)C + Γ, (1)

−∇·kφ∇P +
P

(ζ + 4η/3)
= −∇· [kφ(1 − φ0φ)k]+

∆ρ

ρf
Γ,

(2)
Dsc

s

Dt
=

−φ0

(1 − φ0φ)
(cf

R − cs)Γ, (3)

Dfcf

Dt
=

1
Pe

∇2cf +
ρs

ρfφ
(cf

R − cf )Γ, (4)

whereφ is the volume fraction of melt present (φ0 is a ref-
erence porosity),C = ∇ · V is the “compaction rate” i.e.
the rate of expansion or compaction of the solid phase [see
Spiegelman, 1993a]. The compaction rate is related to the
excess fluid pressure by

P = (ζ + 4η/3)C, (5)

ba
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Figure 1. (a) Cartoon showing geometry of reactive flow
model for a static but compactible matrix. In this problem
the solution domain is4× 5 compaction lengths (129× 161
grid points) where the upper4δ are reactive withcf

eq in-
creasing linearly from 0 to 0.1. The lower boundary is near-
constant flux inflow for melt with dimensionlessφ = 1, w =
1, upper boundary is free-flux outflow, and the sides are pe-
riodic (wrap around) boundaries. In this problem the solid
velocity is V = 0 to zeroth order. Initial conditions are
φ = 1, cf = cf

eq andcs = 0.95 ± ε, whereε is Gaussian
white noise with variance of10−4. (b) Equilibrium solubil-
ity curvecf

eq(z) and the initial dissolution rate curve which
for large values ofDa approaches∂cf

eq/∂z = 0.025 in the
reactive zone.

where (ζ + 4η/3) is the viscosity that controls volume
changes of the solid matrix. Additional notation is given
in Table 1.

The full scaling of these equations is given in Appendix
A, but for reference, all distances are scaled by the com-
paction lengthδ, which depends on the permeability and
the ratio of solid and melt viscosities (see Equation (A14)).
The compaction length governs the distance over which fluid
pressure variations are transmitted through the solid phase
[seeSpiegelman, 1993a, b]. In rigid media,δ → ∞; how-
ever, estimates for the compaction length in the mantle are
δ ∼ 102–104 m. In (1)–(5), time is scaled by the time it
takes the melt to move one compaction length at the refer-
ence melt velocityw0 (Equation (A15)). For the problems
in section 2.2, however, it is often more convenient to scale
by the time it takes melt to cross the entire system. For ref-
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Table 1. Notation

Variable Description Value
Da Damk̈ohler number 10–160
Pe Peclet number 10–160
φ0 reference porosity 0.001–0.01
φc compaction porosity 0.1–0.5φ0

cf
max maximum solubility in melt 0.1–0.3

h system size 4–100δ
cf
δ solubility gradient cf

max/h
n permeability exponent 2
m viscosity exponent 3
φ porosity
P excess pressure
P fluid pressure
C Compaction rate (∇· V)
Γ melting/dissolution rate
v, V melt/solid velocities
cf , cs melt/solid concentration
cf
eq(P ) equilibrium melt concentration

δ compaction length 102–104 m
w0 percolation velocity 1–100 m yr−1

erence, estimates of melt velocities in mantle systems range
from 1 to 100 m yr−1 (or faster) and thus transit times for a
60-km-high melting region are∼600–60,000 years.

Γ is the rate of mass transfer from solid to liquid which,
for this problem, is the dissolution rate of the soluble phase.
For tractability, and high resolution, we neglect multicom-
ponent effects [seeSteefel and Lasaga, 1994] and assume
linear kinetics such that the dimensionless dissolution rate
can be written

Γ = DaA′(cf
eq − cf ), (6)

where

Da =
Rδ

ρsφ0w0
A′ =

cs(1 − φ0φ)
cs
0(1 − φ0)

. (7)

Da is the Damk̈ohler number, which governs the amount of
reaction that occurs in the time it takes the fluid to move
one compaction length.R is the reaction rate constant (in
kg m−3 s−1), andw0 is the melt velocity at porosityφ0. A
large Damk̈ohler number implies rapid reaction relative to
transport timescales, while a smallDa implies little reac-
tion. A′ is the available surface area of the soluble phase
(and goes to zero when the phase is exhausted);cf is the
concentration of the soluble phase in the liquid, andcf

eq is
the equilibrium solubility of that phase. For this problem the
dissolution rate depends on the Damköhler number and the

distance from equilibrium of the melt composition. For un-
dersaturated melts,cf < cf

eq, Γ > 0, and the solid dissolves.
Γ < 0 implies precipitation from a supersaturated melt. The
permeability of the solid phase,kφ = φn, is assumed to be a
powerlaw in porosity;cf

R is the concentration of the soluble
phase entering the fluid due to the dissolution reaction (and
here is just 1) and

Pe =
Dfδ

w0
(8)

is the Peclet number which controls the amount of diffusion
or dispersion that occurs in the time it takes to advect one
compaction length. A large Peclet number implies negligible
diffusion.

Finally, the expressionsDs/Dt andDf/Dt are the ma-
terial derivatives for the solid and melt, respectively. For
example,

Df cf

Dt
=

∂cf

∂t
+ v · ∇cf (9)

is the time rate of change of melt concentration in a frame
traveling at the melt velocity

v = V − kφ

φ
[∇P − (1 − φ0φ)k] . (10)

For small porosities, and no imposed solid flow field, the
solid velocity in this problem is approximately zero. (Ap-
pendix A provides a more general derivation.)

Equation (1) governs the time rate of change of porosity
which is controlled by the balance of physical compaction
(or decompaction) and dissolution of the solid as measured
in the frame of the solid. Equation (2) governs the excess
fluid pressure (or compaction rate) due to variations in melt
flux driven by gravity and the volume change on melting.
This equation is discussed in detail bySpiegelman[1993a, c]
and controls both compaction and the excess pressure gradi-
ents required to drive horizontal flow (e.g., Equation (10)).
Equation (3) governs the change in concentration of the sol-
uble phase in the solid. Equation (4) controls the change in
melt concentration as measured in a frame moving with the
melt.

Because these equations are dominated by advective
terms and the balance between advection, diffusion, and
reaction, they require highly accurate advection schemes.
Here we have used a semi-implicit semi-Lagrangian al-
gorithm [Staniforth and Cote, 1991] for the purely ad-
vective equations and a modified two-dimensional semi-
Lagrangian Crank-Nicolson scheme for the combined
advection-diffusion-reaction problem. Time stepping uses
an iterative predictor-corrector method which converges
rapidly. These schemes are unconditionally stable and have
no Courant stability condition [see, e.g.,Press et al., 1992].
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Thus time steps and spatial resolution are decoupled. Accu-
racy tests for the static runs suggest that time steps of 2–4
times the Courant condition are good values. At Courant
numbers greater than 4 a standing wave artifact becomes no-
ticeable in the static runs (although it does not change the
overall physics) and we use a Courant number of 2 for the
runs shown here. This artifact does not appear in the up-
welling melting runs (Fig. 6) and for these we use a Courant
number of 4. In two-dimensions, Crank-Nicolson style dif-
ferencing results in large sparse sets of simultaneous linear
equations as does the differencing of the elliptic equation (2).
These equations are solved rapidly with multigrid methods,
which scale linearly with the number of grid points. The
combination of multigrid and semi-Lagrangian techniques
allows efficient solution of these equations on very fine uni-
form grids in reasonable time.

2.2. Model Geometry and Details

Figure 1 shows the geometry and setup for the model we
will investigate. For moderate resolution runs we use a box
that is 4 compaction lengths wide by 5 high with a reactive
zone that occupies the upper 4 compaction lengths of the
box. The bottom compaction length of the box is an unreac-
tive buffer to minimize the influence of the lower boundary.
Figure 1b shows the initial equilibrium solubilitycf

eq as a
function of height. In the reactive zone the dimensionless
equilibrium solubility is a linear function of pressure given
by

cf
eq = cf

δ [(z − 1) − P] . (11)

Thus solubility increases nearly linearly with heightz, but
excess fluid pressure causes a decrease in solubility at a
given depth. The solubility gradient of pyroxene in the man-
tle is ∼1% kbar−1 [Kelemen et al., 1995b, Figure 3] such
that the maximum solubility over a melting column of height
60 km is∼ 20%. We use a maximum solubility of 10% (i.e.,
cf
δ = 0.025 per compaction length) for the static runs and

20% for the melting runs. The initial solid concentration is
cs
0 = 0.95±ε, whereε is Gaussian white noise with variance

of 1 × 10−4.

Following a suggestion bySleep[1988], this model also
incorporates a porosity-dependent bulk viscosity for the
solid matrix so that the dimensionless viscosity that controls
compaction and fluid pressure is

(ζ + 4η/3) =
(φc/φ)m + 4/3
(φc)

m + 4/3
, (12)

which is nearly constant for porosities greater than the “com-
paction porosity”φc but becomes strongly incompressible at
small porosities (i.e.,(ζ + 4η/3) → ∞ asφ → 0). Other
initial and boundary conditions are described in Figure 1a.

General notation and adjustable parameters in this model are
given in Table 1, although in practice we fix most of these
parameters except the Peclet and Damköhler numbers.

3. Results

3.1. Basic Behavior

Figure 2 shows the evolution of porosity with time for
a run withDa = 40 andPe = 40 and shows the devel-
opment of a series of high porosity channels that coalesce
downstream (up section). By the end of this run (t = 116)
the calculation has developed significant channels in poros-
ity such that near the top of the box, 94% of the vertical flux
is going through only 24% of the available area. Channels
are defined as areas where the melt flux is greater than the
mean flux at a given height. The maximum porosity in the
channels is∼3.9 times the original porosity. More signif-
icantly, strong localization arises because the porosity be-
tween the channels has been reduced to∼0.1 of the original
porosity due to compaction. Because the melt flux scales
asφ2, this implies that the maximum difference in flux be-
tween the channels and the interchannel region is a factor of
∼1500. The addition of compaction to reactive flow is a new
feature in this problem and actually enhances the localiza-
tion caused by this instability compared to rigid media [e.g.,
Ortoleva et al., 1987;Aharonov et al., 1997]. In particular,
it leads to stronger localization and wavelength selection of
channels with spacing smaller than the compaction length
(see below).

We calculate the number of channels, the percentage of
the total area occupied by channels, and the percentage of the
total vertical flux at that height that is carried in the channels.
A useful measure of the degree of flow localization is the
“excess channel flux”Fc

Fc = F̄

(
PF

PA
− 1

)
(13)

whereF̄ (z, t) is the mean vertical flux at heightz, PF is the
percentage of flux in the channels, andPA is the percentage
of area covered by channels. For very weak oscillations of
flux around the mean,PF ∼ PA ∼ 50%, and therefore the
excess channel flux is close to zero. When a large percent-
age of flux is carried in the channels and they occupy a very
small area,Fc becomes large. Figures 3 and 4 show the evo-
lution of the number of channels and excess channel flux for
the numerical results illustrated in Figure 2.

Figure 3 shows the evolution in the number of channels
and excess flux vertically averaged over the top region of the
box fromz = 4.5–5δ. At the top of the box the maximum
number of channels (here about 3 per compaction length)
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Figure 2. Evolution of porosity with time for a run withDa = 40 andPe = 40. A dimensionless time of 1 in these runs
is the time it takes to traverse the box once at the background porosity. Att = 116 the maximum porosity is 3.9% while the
minimum porosity is only 0.1% due to compaction. In these runs the melt flux scales asφ2 so that the flux is∼1500 times
greater in the channels than between them. (a) Absolute porosity with time. The contour is atφ = 1.01. (b) Renormalized
porosity with time. In each panel the porosity at each heightz is renormalized such thatφn = [φ − φmin(z)]/[φmax(z) −
φmin(z)]. (c) Cross section of porosity atz = 4.5 for the four panels in Figure 2a.
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Figure 3. Evolution of mean number of channels and
excess channel flux with time for the top 10% (z = 4.5–5)
of the run shown in Figure 2. Dashed lines show values for
a low-resolution run (129 × 161 grid points), and the solid

line is for a high-resolution run (513 × 321 grid points)
which runs longer. The total number of channels near the

top of the box, quickly adjusts to around 12, while the
excess channel flux is still negligible. However, for

t = 0–90 the excess channel flux grows exponentially (the
lower curve isln(Fc)) and then grows linearly with time

from t ∼ 100 when significant channeling begins.

is selected at approximately timet = 50, long before the
excess channel flux significantly exceeds zero. Neverthe-
less, the excess flux is growing steadily and has two phases.
In the earliest phase (t ∼< 100) the excess channel flux
grows exponentially with a doubling timeτ of ∼5.3. This
rate is comparable to, but slightly slower than, the growth
rate of the fastest growing mode predicted by linear analysis
(τ = 4.4). The discrepancy may arise from the resistance
to compaction caused by the porosity-dependent bulk vis-
cosity (see Figure 6). Channels actually grow faster in runs
that can compact more easily. When the channels begin to
become significant (Fc ∼> 1), the excess flux grows nearly
linearly fromt ∼ 100, with a slope ofdt/dFc = 11.

Figure 4 shows the number of channels and excess chan-
nel flux for the entire height of the box. At early times, the
number of channels (∼30–40) is determined by the initial
noise. The number of channels at the top of the box rapidly
decreases to a nearly constant value of∼10–12 and grows
to a value of∼50 channels at the bottom, thus producing
a coalescing network. The overall number of channels is
already determined byt = 56, although the excess flux is
still negligible at this time. Figure 4b shows the evolution
of the excess channel flux as a function of height and time
and shows that it grows exponentially untilt ' 100 and then

grows linearly. Overall, the vertical structure of the channels
in this run is quasi-steady state. Once formed, the channels
tend to stay in the same place, although the tips and junctures
may migrate (a movie of this and other runs can be found at
http://www.ldeo.columbia.edu/∼mspieg/SolFlow/).

The change in number of channels with height can be pre-
dicted from the linear analysis (Equation (14)) by calculat-
ing the fastest-growing wavelength for a series of boxes of
increasing height that have the same parameters per com-
paction length. This calculation is shown in Figure 4a and
agrees well with the nonlinear solution. To demonstrate that
this approximation is valid, Figure 5 compares the porosity
fields for two runs with the same parameters per compaction
length but with reaction zones of length 4δ and the 8δ. It is
apparent that the number of channels predicted for a box of
height 4 is a good approximation to the number of channels
half way up a box of length 8.

The strong channeling is also apparent in other variables.
Plate 1 shows the dissolution rate, solid concentration field,
and melt concentration field fort = 116. Inspection of
the dissolution rate field shows that significant dissolution
occurs only in the channels. The solid concentration field
shows the integrated dissolution for the entire run and shows
strongly corroded regions corresponding to the channels.
By design, these runs do not exhaust the soluble phase be-
fore the run ends. Thus they only approximate the initial
stages in the formation of dunite channels in the mantle, in
which orthopyroxene is completely dissolved. Finally, Plate
1 shows the variation in melt concentration and shows that it
is slightly out of equilibrium in the channels. For lowerDa
the degree of disequilibrium is larger, while for largerDa it
is smaller. Nevertheless, the instability will occur even un-
der conditions of complete equilibrium transport,Da → ∞
and, in fact, grows fastest for largeDa.

3.2. Parameter Space

Plate 2 shows the behavior of this model in the parameter
space spanned byPe andDa. Plate 2 is effectively a phase
diagram of 25 solutions inlog Pe− log Da space. The indi-
vidual frames are shown at different times. However, times
are the same for solutions with the same product ofDaPe
(i.e., northwest-southeast trending diagonals). The choice of
this time is driven by the linear analysis (section 3.3), which
suggests that the product ofDaPe is the principal control on
the behavior of these solutions. For any given value ofDa,
increasing the Peclet number increases the rate of channel
growth and allows for more closely spaced channels because
diminished diffusion allows more closely spaced chemical
fluctuations to react before being diffused away. The spac-
ing of the channels at the top of each box is nearly constant
for a constant value ofDaPe; however, higher values of the
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Figure 4. Evolution of channeling with height and time for
run withDa = 40 andPe = 40. Grey lines are vertical

profiles at increments oft = 12. (a) Number of channels as
a function of height and time. For this plot, a channel is a
horizontally contiguous area at heightz with a flux larger
than the mean flux at that height. Heavy line shows the
prediction of the number of channels with height from

linear analysis. (b) Natural log of the excess channel flux
Fc, as a function of height and time.Fc is the amount of
excess flux above the mean that is carried in the channels.
Note that the excess flux grows exponentially in time up to

a time of aboutt = 92 and then begins to saturate. The
vertical structure in the number of channels, however, is

selected by aboutt = 56, long before any significant
channeling occurs (i.e.,Fc ≈ 1).

Damk̈ohler number allow for more robust channels over a
larger portion of the reactive zone. ForDa = 160, well-
developed channels extend across the entire reactive zone.
Preliminary results suggest that the size of the strongly chan-
nelized region depends on the ease of compaction at small
porosities.

3.3. Comparison to Linear Analysis

Inspection of Plate 2 shows that there is a strong pre-
ferred wavelength of channeling in this problem and that the
spacing and rate of growth of channels are principally func-
tions of the productDaPe. A new linear analysis of this
problem for largeDa, based on the work ofAharonov et al.
[1995], supports these claims and provides a useful frame-
work for extending the numerical results to other problems.
The principal result is a dispersion relationship for the ex-

Figure 5. Normalized porosity att = 80 for a short box
with reactive zone of height4δ and one with a reactive zone
twice as long. The short box is almost identical to the lower

half of the long run.

ponential growth rate of porosityσ assuming porosity per-
turbations of the formφ∗ ∝ exp[σt + ikx + mz], where
k = 2π/λ is the horizontal wavenumber for horizontal fea-
tures of wavelengthλ andm (which is complex) controls the
vertical structure. The dispersion relationship is slightly dif-
ferent from that given byAharonov et al.[1995] and is given
by

σ =
n(m2 − Bm)

B(k2 + 1 − m2) + ∆ρ/ρf
+ (14)

ncf
δ [k2 + 1 − m2 + (m − B)(1 − 1/n)]

B(k2 + 1 − m2) + ∆ρ/ρf
,

wherecf
δ is the solubility per compaction length andB =

(k2/DaPe + ρs/ρf ) is the only parameter that depends on
Da and then only as the productDaPe. Equation (14) scales
σ to the time it takes melt to travel one compaction length.
To scale to a “box-flushing” time, multiply by the height of
the box in compaction lengths (hereh/δ = 5). The growth
rate has two terms. The first is the growth rate due to viscous
compaction, the second is the growth rate due to chemical
dissolution. For the correct complex values ofm chosen to
match the boundary conditions, both terms (and thereforeσ)
are real.

The combination of these two terms is illustrated in Plate
3a which plotsσ for the values of parameters used in the
25 runs shown in Plate 2. The compaction term is always
negative but goes to zero for high horizontal wavenum-
bers because wavelengths much smaller than the compaction
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Plate 1.Porosityφ, dissolution rateΓR, solid concentration
cs and fluid concentrationcf calculated at timet = 116 for
a run withDa = 40 andPe = 40.

length are difficult to compact. The dissolution term is al-
ways positive and has a maximum value of(ρf/ρs)ncf

δ for
largeDa andk2 < DaPe. For horizontal wavenumbers
k >

√
DaPe, diffusion becomes important and growth of

very high wavenumber features is damped. The combina-
tion of compaction and diffusion gives rise to a strong peak
in σ with significant wavelength selection. The preferred
wavelength increases weakly withDaPe while the growth
rate increases considerably. Plate 3b shows the same plot as
Plate 3a calculated from the numerical results of the 25 runs
in Plate 2. Plate 3b shows a similar structure to Plate 3a, and
is in good agreement with the linear analysis for large values
of DaPe (where the analysis is most appropriate) and large
wavenumbers. Runs withDaPe ∼< 800 have slower growth
rates than predicted, which appears to be related to the vis-
cosity effects and limitations of the analysis at lowerDa.
The discussion, however, suggests that values ofDaPe for
the mantle are larger than the calculations shown here. Thus
this analysis will be useful for estimating the behavior and
efficiency of channeling for appropriate mantle parameters.

For example, for very large values ofDaPe expected in

the mantle the maximum growth rate from the linear analysis
is σmax = (ρf/ρs)ncf

δ or rescaling to box-flushing times is

σ′
max =

ρf

ρs
nceq

max, (15)

whereceq
max is the maximum solubility at the top of the box.

For the problems calculated here,ceq
max = 0.1 andn = 2,

so σ′
max ∼ 0.2, which implies that at early times the most

reactive problems will increase their porosity by a factor ofe
after five flushings of the box. In the mantle beneath ridges,
n probably ranges between 2 and 4 andceq

max ∼ 0.2–0.3 for
pyroxenes (seeKelemen et al.[1995b] for estimates ofcf

eq

andAharonov et al.[1995] for estimates of effective param-
eter ranges for the mantle). This range of parameters could
reduce the growth time to around one to two flushing times.

The long times in these calculations before flow in the
channels becomes significantly nonlinear stem from the very
small initial perturbations that were used in our calculations
in order to minimize the effects of the initial noise struc-
ture on the eventual wavelength selection. Figures 3 and
4, however, show that the instability is growing exponen-
tially over the entire period. In a natural system with larger
initial heterogeneity it is expected that saturation will occur
much faster but that channel structure might lock onto any
large initial permeability variations. The linear analysis also
suggests that for extremely reactive systems with significant
initial heterogeneity, channels may exist at a range of scales
smaller than the compaction length. The discussion explores
expected values for the overall parameters and suggests that
efficient channel systems could form from this mechanism
in order 100,000 years with channel spacings∼1–200 m.

4. Discussion

The parameters in these numerical solutions were cho-
sen to span a range that reveals most of the behavior of this
solution while remaining numerically accessible in terms of
resolution. Nevertheless, the question remains as to the ap-
propriate values ofδ, Da, andPe for various Earth science
problems of interest. The compaction lengthδ occurs in both
the Damk̈ohler number and the Peclet number and can be
readily estimated for a very permeable one-dimensional adi-
abatic melting column as

δ(z) ≈
[
(ζ + 4η/3)W0F

∆ρg

]1/2

, (16)

whereW0 is the solid upwelling velocity andF (z) is the de-
gree of melting as a function of height. This is the “reduced
compaction length” ofRibe[1985] [see alsoSpiegelman and
Kenyon, 1992]. Values of parameters appropriate for melt-
ing beneath mid-ocean ridges yield a range of compaction
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Plate 3. (a) Growth rates as a function of wavenumber
as calculated from linear analysis usingcf

δ = 0.025, and
n = 2 which are the same as in the full numerical calcula-
tions. Choice ofDa andPe are also the same as in Plate
2. Note that the principal parameter controlling the growth
rate is the product ofDa andPe; however, the wavelength
that grows at the peak growth rate is not strongly sensi-
tive to parameters. The Peclet number controls the amount
of high wavenumber energy that is allowed to grow, but
it is compaction (first term in equation (14)) that strongly
damps the growth of long-wavelength modes with wave-
lengths much larger than the compaction length. (b) Av-
erage growth rate as a function of horizontal wavenumber
measured forz = 2.5–4.5δ in Plate 2.

lengths from∼ 102 to 104 m. (For example,W0 ∼ 1–10 cm
yr−1, (ζ + 4η/3) = 1018–1021 Pa s,∆ρg ∼ 5000 Pa m−1

andF ∼ 0.1–0.2z/h.)

Given a range of values for the compaction length, es-
timating the Damk̈ohler and Peclet numbers reduces to de-
termining how reactive and diffusive the mantle is on this
length scale. In general, the Damköhler number can be

rewritten asDa = δ/Leq, whereLeq is the “equilibration
length,” that is, the distance that a parcel of fluid will travel
before equilibrating with the matrix. A short equilibration
length relative to the compaction length implies a highDa.
Aharonov et al.[1995] (Appendix A) discuss estimates for
Leq in some detail and give values from 10−7 to 100 m.
The lower values assume reaction rate constants appropri-
ate for the dissolution of pyroxenes in a well-mixed, under-
saturated melt [e.g.,Kuo and Kirkpatrick, 1985a;Brearley
et al., 1986] and slow melt migration, whereas the higher
values are based on assumptions of more limited interaction
between melts and pyroxene [Zhang et al., 1989] and faster
melt migration. Either way, the equilibration length is still
significantly smaller than the compaction length, which im-
plies that in the mantle, if undersaturated melts have ready
access to soluble minerals, then dissolution reactions can oc-
cur extremely rapidly.

A similar argument for the Peclet number suggests that
diffusion is likely to be negligible, and thereforePe should
also be large. The Peclet number can be rewritten asPe =
δ/Ldiff , whereLdiff is the length scale over which diffu-
sive/dispersive effects are important. If diffusion is con-
trolled by molecular diffusion within the melt phase,Ldiff

is likely to be very small because liquid diffusivities are of
order 10−12 m2 s−1. For melt velocities 1–1000 times solid
upwelling velocities the diffusion length due to molecular
diffusion alone would still beLdiff � 1 m with Peclet num-
bers> 106. In a permeable flow system, however, it is
likely that horizontal smearing of chemical fluctuations will
be caused by hydrodynamic dispersion as well as chemical
diffusion. For a dispersivity ofα = 1–10 m the effective
diffusivity would beDf

eff = αw0, and the Peclet number
would bePe ∼ δ/α. Even at quite high melt velocities,
these dispersivities give estimates ofPe ∼ 10–10,000. The
lower of these values would imply some diffusion. How-
ever, an upper bound on the diffusion length can probably
be placed by the observation that dunite channels and re-
action zones around pyroxenite dikes in the mantle section
of ophiolites preserve mineral compositions that are distinct
from those in surrounding, residual peridotites [e.g.,Quick,
1981; Kelemen et al., 1992, 1995a;Takahashi, 1992;Var-
falvy et al., 1996]. Moreover, if channels can begin to form
by compaction localization, the very low permeabilities be-
tween channels should limit the dispersivity and interchan-
nel diffusion.

All of these arguments taken together suggest that the
values ofDa andPe appropriate for melting beneath mid-
ocean ridges are significantly larger than the most reactive
and least diffusive run shown in Plate 2. If so, then the
channeling instability is likely in the upper mantle and will
grow at a rate close to the maximum growth rate (Equation
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(15)) for wavelengths smaller than the compaction length
and larger than∼ 2πδ/

√
DaPe. Using the linear analysis as

a guide, we can estimate the growth rate and channel spacing
for a range of mantle conditions. As an example, consider
a melting column 75 km high with a maximum solubility
of 0.25, permeability exponent2, compaction lengthδ = 1
km, Da = Pe = 1000, and melt velocityw0 ∼ 10 m yr−1.
The e-folding time for the instability is about two flushing
times (heretflush = 7500 years) so we might expect signifi-
cant channeling to form from a homogeneous system, at this
growth rate, in 100,000–150,000 years (see section 4.1). At
this large value ofDaPe the preferred channel spacing is
∼17 channels per compaction length (60 m) but all wave-
lengths between 20 and 160 m grow at rates greater than
>95% of the maximum growth rate.

4.1. Adding Melting as Well as Reaction

The previous analysis has been based on simple scaling
arguments for 1-D steady state melting columns. However,
the problem we have been considering thus far does not ac-
tually include melting. In decompression melting regimes
such as the region beneath mid-ocean ridges, “background
melting” adds porosity to regions that would otherwise com-
pact to near impermeability in systems where additional melt
is produced only by reaction (e.g., Plate 2). In addition, the
rising solid will have only a finite residence time in the melt-
ing region.

In the calculations shown so far, we have assumed that
the solid is stationary relative to the melt and can be fluxed
indefinitely with a solvent. In an adiabatic melting system
the time-integrated flux of solvent through a piece of solid
depends on the size of the system and the relative velocities
of melt and solid. If we scale to the time it takes melt to cross
the system, then for a low-permeability system in which the
velocities of melt and solid are the same, the solid will cross
the system in a time of 1. In this case, the solid will only
see the melt that was produced locally, and channeling will
not occur. For a higher permeability system, however, the
solid will move more slowly than the melt. In this case, a
significant flux of melt will pass through the rock, and chan-
neling will occur. Thus the numerical results presented in
section 3 can be viewed as solutions to the limiting case of
an infinitely permeable system. The question remains what
happens when melting is included and the permeability is
finite.

Appendix A provides the additional equations required
for a background melting rate proportional to the solid up-
welling rate W0. Figure 6b shows results for porosity
for a melting run withDa = 80 and Pe = 160 and a
mean melt velocity∼200 times the solid upwelling veloc-
ity. Strong, compaction driven channels are produced with

spacings comparable to the static run with the sameDa and
Pe (Plate 2). Unlike the static runs, however, this problem
evolves to a quasi-steady state where the maximum channel
porosity at any height is roughly constant with time. For
Figure 6b the maximum porosity is∼5φ0 and the minimum
porosity is∼ 0.3φ0. Significant channels are seen at∼ 15
flushing times and the steady state is achieved by 25 flush-
ing times. For this problem, the channels only occupy the
upper two compaction lengths of the box.

Additional runs (Figures 6a and 6c), however, suggest
that both the growth rate and the size of the region with sig-
nificant channels in the melting runs depend on how com-
pactible the medium is. For the melting runs in Figure 6 the
matrix becomes harder to compact for porosities much less
than the compaction porosityφc (see Equation (12)). Fig-
ure 6a shows the same problem as Figure 6b but is easier
to compact and produces significant channels over a larger
region in less time than Figure 6b. Figure 6c is more dif-
ficult to compact than Figure 6b and channels grow slowly
and are only significant in the upper compaction length. A
run with φc = 0.5φ0 (not shown) has negligible channels.
More work needs to be done to quantify this phenomenon.
However, it emphasizes an important feature of this paper,
that compaction strongly enhances flow localization by pro-
ducing low-permeability interchannel regions.

4.2. Observational Constraints on Channeling

Give the behavior of the simplest reactive channeling
problems, here we review and amplify the important ob-
servational constraints that can be compared and contrasted
with theory.

4.2.1. Chemical disequilibrium. We emphasize the
central observation that primitive mid-ocean ridge basalts
are observed to be in neither major nor trace element equilib-
rium with shallow, residual mantle peridotites [e.g.,O’Hara,
1965;Stolper, 1980;Johnson et al., 1990;Johnson and Dick,
1992]. Both orthopyroxene undersaturation and trace ele-
ment disequilibrium imply that primitive mid-ocean ridge
basalts must have last equilibrated with mantle peridotite at a
pressure of 1.0 GPa or more. Such liquids must pass through
the top 30 km, or more, of the oceanic upper mantle without
equilibrating with residual mantle peridotite. This constraint
can be satisfied by very rapid transport (e.g., in melt-filled
fractures ) so that the diffusion time is short, or by slower
porous flow in wide dunite conduits, so that the distance be-
tween migrating melt and residual peridotite is longer than
the diffusion distance.

4.2.2. Melt migration features in mantle samples.
The characteristics of melt migration features in the man-
tle section of ophiolites and in drill core from the oceanic
mantle were reviewed byKelemen et al.[1997]. They may
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Figure 6. Comparison of porosity for three melting runs
with Da = 80 andPe = 160 and three different values of

the compaction porosityφc. The degree of meltingF
increases linearly from 0 at the base of the reactive zone

(z = 1δ) to 20% at the top (z = 5δ), while the solubility of
the soluble phase increases linearly from 0.2 to 0.4 across
the reaction/melting zone (thuscf

δ = 0.05 is twice as large
as in Plate 2). The scale porosity isφ0 = 0.001, and thus
the scale melt velocity is roughly 200 times faster than the

solid velocity. (a) Easily compactible runφc = 0.1φ0

which develops a robust channel system over more than
half of the column in∼10 flushing times. The run stopped

at t = 17 due to extreme permeability variations
(φmin = 0.09φ0). (b) Moderately compactible run which

goes to a quasi-steady state channel system byt = 25
(φmin = 0.3φ0). (c) Poorly compactible system which
produces a weaker steady channel network aftert ∼ 30

(φmin = 0.45φ0).

be classified into two groups: dikes and dunites. Dikes are
composed of igneous pyroxenes and plagioclase, as well as
minor olivine, which crystallized from melt migrating in an
open fracture. Their compositions require conductive cool-
ing of migrating melt, and they are typically undeformed,
indicating that they have not undergone corner flow beneath
a spreading ridge. Thus it is inferred that they formed off-
axis in a conductive boundary layer. Dunites commonly
show evidence for extensive ductile deformation along with
their host peridotites and could form from migrating melt
in the adiabatically upwelling region beneath a ridge. Many
dunites also show contact relationships that indicate that they
form by replacement, as a result of dissolution of pyroxene
from mantle peridotite in melt migrating by porous flow.

Rarely if ever are mantle dunites formed by crystallization
of olivine in a melt-filled, open fracture.

Thus observed melt migration features in ophiolite man-
tle and drill core from oceanic mantle indicate that dunites,
formed as a result of reactive flow of melt, are important con-
duits for melt extraction. There is no field evidence which
requires melt migration in fractures in the adiabatically up-
welling region of the mantle, except in the shallowest man-
tle. Furthermore,Kelemen et al.[1997] showed that focused
flow of melt in porous conduits could satisfy melt velocity
constraints derived from uranium series disequilibria in lavas
( e.g., data compilations ofSims et al.[1995] andLundstrom
et al. [1995]) and from the timing of volcanism due to de-
compression melting following deglaciation in Iceland [Jull
and McKenzie, 1996;Slater et al., 1998].

These observations are consistent with an important role
for the reactive infiltration instability (RII) in mantle melt
extraction. However, it does not follow that the geological
evidence requires extensive channels formed by the RII. Mi-
gration of melt in fractures within the melting region can-
not be ruled out on the basis of geological or geochemical
evidence. Adiabatic ascent of melt within a fracture in the
melting regime would produce no crystallization, so no dike
would form. Reaction zones along the walls of such frac-
tures would be composed of replacive dunite.

Thus it is possible that some or all dunites form as porous
reaction zones around melt-filled fractures, as proposed by
Quick [1981], Nicolas [1989], andSuhr [1999]. Perhaps
such a mechanism, near the transition from the adiabatic re-
gion to the conductive thermal boundary layer, forms small
dunites,<1 m wide, which contain medial pyroxenite or
gabbro dikes, such as are locally observed in the Trinity,
Josephine, and Oman ophiolite mantle sections and in drill
core from the shallow mantle from the East Pacific Rise
[e.g., Quick, 1981;Boudier and Coleman, 1981;Kelemen
and Dick, 1995;Dick and Natland, 1996]. It is less likely
that large dunites, up to 100 m wide in the Oman mantle
section, form as reaction zones around a single crack.

Clearly, it is possible to envision melt migration mecha-
nisms intermediate between open, melt-filled fractures and
porous conduits and combinations of mechanical and chem-
ical instabilities that can form dunites. The RII with com-
paction leads to significant flow localization by itself, which
is probably enhanced by mechanical instabilities, and both
types of instabilities are likely to occur together in the man-
tle. Significant work remains, however, to understand these
more complex instabilities and their diagnostic observable
features.

4.2.3. Focusing of mantle melt extraction to the ridge
axis. Despite the fact that fracture-controlled melt migra-
tion mechanisms in the melting region cannot be ruled out
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on the basis of outcrop-scale geologic evidence, plate-scale
observational constraints can be used to argue that relatively
simple porous flow within a viscously compacting solid ma-
trix is probably the dominant mechanism of melt transport
in the melting region beneath oceanic spreading ridges. The
combination of two crucial observations, (1) that the igneous
ocean crust at fast spreading ridges reaches 95% of its total
thickness within 2 km of the ridge axis [e.g.,Vera et al.,
1990] and (2) that modeling and seismic data suggest that
the region of partial melting is of the order of 100 km wide
at its base [e.g.,Barnouin-Jha et al., 1997;Forsyth et al.,
1998], requires that melt transport occurs via mechanisms
which focus melt flow toward the ridge axis. As noted by
Sleep[1988], melt extraction in fractures spanning the melt-
ing region in mantle undergoing passive, corner flow beneath
a spreading ridge cannot satisfy this constraint because such
fractures, formed parallel to the direction of maximum com-
pressive stress, would reach the top of the mantle over a re-
gion more than 80 km wide.

If solid mantle upwelling is focused into a narrow col-
umn directly beneath the ridge, then perhaps melt flow in
fractures could produce focused accretion of igneous crust
within 2 km of the ridge axis. However, seismic results from
the Mantle Electromagnetic and Tomography (MELT) ex-
periment do not require focused solid upwelling [Forsyth
et al., 1998], and may rule out focused upwelling geome-
tries. Also, some extremely focused solid upwelling geome-
tries, such as those required to focus all melt extraction to
a narrow region beneath ridges, produce melts with com-
positions unlike MORB [Spiegelman, 1996]. Thus it seems
that melt migration primarily controlled by fractures cannot
produce the observed coalescence of melt extraction toward
spreading ridges.

In contrast, a variety of porous flow mechanisms have
been proposed to explain coalescence of melt toward ridges:
(1) “suction” due to corner flow [Spiegelman and McKenzie,
1987;Phipps Morgan, 1987]; (2) anisotropic permeability
along mineral foliation [Phipps Morgan, 1987] or in stress
controlled planes of high porosity [Daines and Kohlstedt,
1997;Zimmerman et al., 1999]; (3) channels at the base of
the “lithosphere,” beneath a permeability barrier created by
melt crystallization [Sparks and Parmentier, 1991;Spiegel-
man, 1993c]; and coalescence of dissolution channels, as il-
lustrated in Figures 2–5 and Plates 1 and 2.

Individually, each of these may be insufficient to explain
melt focusing to the ridge. Mechanism 1 requires mantle
viscosities higher than estimated, particularly in high tem-
perature mantle such as beneath Iceland [review inHirth and
Kohlstedt, 1996]; mechanism 2 requires foliated peridotites
and/or non-hydrostatic stress, which may not be present in
much of the melting region; mechanism 3 should form “im-

pregnated peridotite,” residual mantle combined with inter-
stitial products of melt crystallization, above dunite in ophi-
olites, but this is not observed; and ongoing modeling of
mechanism 4, presented in this paper, suggests that the as-
pect ratio of coalescence is insufficient to focus melt from,
e.g., a 100-km-tall melting region, 100 km wide at the base,
into a 5-km-wide zone beneath the ridge.

However, combinations of these 4 mechanisms may be
sufficient to explain focused melt extraction beneath ridges.
Unstable formation of dissolution channels by decompress-
ing melt is enhanced by melt flux and intrinsically follows
pressure gradients in the liquid. High melt flux and lateral
pressure drops toward the ridge axis due to mechanisms 1
and 2 will lead to the formation of the largest channels be-
neath the ridge, and of diagonal dissolution channels con-
verging toward the ridge. Also, a variant of mechanism 3 is
likely, particularly beneath slow spreading ridges. Diagonal
isotherms near the top of the melting region may drive for-
mation of diagonal dissolution channels converging toward
the ridge.

Thus coalescence of melt transport from a broad melt-
ing region to a narrow region of igneous crustal accretion
beneath oceanic spreading ridges seems to require that the
dominant mode of melt transport is via a combination of
porous melt migration mechanisms. If melt migration is
dominantly by porous flow then this, in turn, requires that
melt migration through the upper 30 km of the mantle be-
neath ridges occurs in wide, porous dunites conduits, which
shield migrating melt from equilibrating with residual man-
tle peridotite. Thus the RII may well be an important factor
in controlling melt migration in the upper mantle beneath
ridges.

4.3. Comparison of Model Results and Observations

Because the numerical model considered in this paper is
greatly simplified compared to the actual process of melt ex-
traction from the mantle beneath oceanic spreading ridges,
it may be premature to directly compare modeling results to
field observations. However, here we try to look toward the
future, to anticipate how the application of the theory of RII
to mantle melt extraction may be tested and refined.

There are two intrinsically different types of models pre-
sented in this paper, those with solvent migrating through
a static solid matrix (Figures 1–5 and Plates 1–3), and those
which incorporate an upwelling solid matrix and decompres-
sion melting (Figure 6). Each is potentially comparable to
different mantle samples. Results of modeling with a static
solid matrix may have relevance for environments on Earth
in which melt rises into nearly static, overlying mantle peri-
dotite; for example, migration of melt in the shallow mantle
beneath subduction-related magmatic arcs might be approx-
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imated in this way provided that solubility of pyroxene in-
creases upward in such settings. In many ophiolites, such as
the Trinity, Josephine, and Ingalls ophiolites near the U.S.
West Coast, late- and post-kinematic replacive dunites pre-
serve evidence for melt migration through nearly static man-
tle [Quick, 1981;Kelemen et al., 1992;Kelemen and Dick,
1995, and our unpublished data]. For mid-ocean ridges and
for the early features of the Oman ophiolite, formed beneath
an active oceanic spreading ridge, the results of modeling in-
cluding decompression of the solid matrix are more relevant.

Of course, many aspects of the simple models pre-
sented in this paper do not adequately simulate dunite for-
mation in the mantle. As noted, none of the models
shown here reach exhaustion of the soluble phase (but see
www.ldeo.columbia.edu/∼mspieg/SolFlow), whereas it is
common to find mantle dunites which are completely free
of pyroxene. Furthermore, division of the solid matrix in
the models into “soluble” and “insoluble” components is not
strictly correct, since even the refractory minerals olivine
and spinel, which compose dunites, are slightly soluble in
adiabatically ascending mantle melts. We have also ne-
glected more complex multicomponent reactions as consid-
ered bySteefel and Lasaga[1994]. These will be investi-
gated in future studies.

Another crucial divergence between dissolution chan-
nels in simple models and observed mantle dunites is their
three-dimensional morphology. Although the numerical re-
sults presented in this paper are two-dimensional,Aharonov
et al. [1997] presented three-dimensional results of numer-
ical models of the RII in rigid, soluble porous media. In
those results, dissolution channels were roughly cylindrical,
whereas most dunites in the mantle section of ophiolites are
tabular features. Nevertheless, these 3-D models did not in-
clude compaction, which clearly enhances the instability in
two dimensions. As it is easier to compact tabular features
than cylindrical ones, it may be that compaction in three di-
mensions leads to tabular features; however, this remains to
be tested with further modeling. Alternatively, it may be
that natural, tabular dunites result from preexisting foliation
in mantle peridotites, for example, anisotropic permeabil-
ity due to crystal shape and/or lattice preferred orientation,
or the presence of tabular pyroxene-rich banding [Dick and
Sinton, 1979].

Comparison of quantitative model results to field obser-
vations is rendered difficult by the fact that the instanta-
neous and time-integrated values of most calculated param-
eters, e.g., melt flux, continue to vary throughout the model
runs, whereas mantle outcrops preserve only the final, time-
integrated effects of melt migration. An exception to this
is the quasi-steady state structure of the coalescing channel
networks illustrated in Figures 3, 4, and 6a. Because this

structure remains nearly constant in time and space in the
model results, it has the potential for direct comparison to
similar structures formed in the mantle. Currently, this is
not straightforward, because the models do not reach phase
exhaustion, so the final width of “dunite” channels has not
been determined in the numerical results. Conversely, the
width of dunite channels in the field is easily measured, but
the time-integrated flux of melt through the dunites is much
less well-constrained.

We can make a start at comparing numerical results and
field observations by assuming that the final width of dunite
channels is related to the flux of melt through the channels.
In Figure 7, we show flux/frequency and size/frequency
statistics for channel networks from models and from mantle
outcrops in the Ingalls ophiolite [Kelemen et al., 2000]. Fig-
ure 7a illustrates the power law relationship for flux/channel
versus number of channels with a given flux defined by
an idealized, coalescing network in which flux is preserved
downstream (“Einat’s Castle” [Aharonov et al., 1995, Figure
A1]). Figure 7b shows the same relationship in results of
the numerical model illustrated in Figures 2–5 and Plate 1.
The slopes in Figures 7a and 7b are the same because nearly
all the melt in the numerical model migrates in channels and
flux is conserved downstream through the coalescing net-
work. Figure 7c is a plot of channel width (intercept length)
versus number of channels with a given width (per meter of
intercept measurements) in three outcrops from the Ingalls
ophiolite in the Washington Cascades, which also shows a
power law relationship albeit with a different slope. To make
the current data on size/frequency relationships for dunites
consistent with the flux/frequency relationships in our nu-
merical modeling results requires that the flux in the dunites
is proportional to the dunite width. However, it is possible
that other melt migration mechanisms could give rise to a
power law relationship between dunite size and frequency,
so that the qualitative similarity between observations and
our model results cannot be taken as a confirmation that the
RII is responsible for forming dunites in the Ingalls ophio-
lite.

More complete tests of the applicability of the RII to melt
extraction from the mantle beneath oceanic spreading ridges
await completion of more elaborate numerical models and
further characterization of the spatial relationships and inte-
grated melt flux for dunites in mantle outcrops. Also, it will
be important to develop quantitative, predictive models for
other melt migration mechanisms, such as hydrofracture, to
search for spatial relationships which might be diagnostic of
a particular transport mechanism. Nevertheless, these initial
results suggest that strong flow localization can form from
coupled fluid-solid process associated with melt transport.
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Figure 7. Theoretical and measured scaling relationships for simple channel networks. (a) Power law scaling between the
number of channels and average flux per channel for an ideal flux-preserving binary coalescing network. (b) Scaling

relations for the numerical calculations in this paper. (c) Scaling between number of dunite channels and their width for
three outcrops in the Ingalls ophiolite, Washington Cascades. Thin lines are fits to individual outcrops, the thick shaded line

(with slope= −3) is a composite fit.

Appendix A: Derivation and Scaling of
Governing Equations

The equations for flow in viscously deformable, perme-
able media have been discussed in detail by several au-
thors [seeMcKenzie, 1984;Scott and Stevenson, 1984, 1986;
Spiegelman, 1993a, b, c]. The equations for conservation of
total mass and momentum of the two-phase system of melt
and solid are

∂ρfφ

∂t
+ ∇· [ρfφv] = Γ, (A1)

∂ρs(1 − φ)
∂t

+ ∇· [ρs(1 − φ)V] = −Γ, (A2)

φ (v − V) = −kφ

µ
[∇P − ρf g] , (A3)

∇P = −∇×η(∇×V)+∇(ζ+4η/3)∇·V+G+ρ̄g, (A4)

kφ =
a2φn

b
, (A5)

whereρf andρs are the melt and solid densities,φ is the
volume fraction of melt (porosity),v andV are the melt and
solid velocities, andΓ is the total rate of mass transfer from
solid to liquid; kφ is the permeability, which is a nonlinear
function of porosity (Equation (A5)),µ is the melt viscosity,
P is the fluid pressure, andg is the acceleration due to grav-
ity. Finally, η is the solid shear viscosity,(ζ + 4η/3) is the
combination of solid bulk and shear viscosity that controls
volumes changes of the matrix,G(η, V) are the cross terms
that arise for nonconstant shear viscosity (and vanish ifη is
constant), and̄ρ = ρfφ+ρs(1−φ) is the mean density of the
two phase system. Equations (A1) and (A2) conserve mass

for the melt and solid, respectively, and allow mass transfer
between the phases. Equation (A3) governs the separation
between melt and solid and (A4) governs stress balance and
deformation of the solid phase.

To close these equations requires functional forms for the
mass transfer rateΓ. For simple adiabatic upwelling, the
mass transfer rate can be set to be a function of the upwelling
rate [e.g., seeSpiegelman, 1993c, 1996]. Reactive flows,
however, require a more general formulation that, at the min-
imum, requires tracking the compositions of melt and solid.
For anN component system withJ simultaneous reactions,
we can write2N equations for the conservation of mass of
componenti in the melt and solid as

∂ρfφcf
i

∂t
+ ∇·

[
ρfφcf

i v
]

= ∇· ρfφDf
i ∇cf

i +
J∑

j=1

cf∗
ij Γj

(A6)

∂ρs(1 − φ)cs
i

∂t
+ ∇· [ρs(1 − φ)cs

i V] = −
J∑

j=1

cf∗
ij Γj (A7)

wherecf
i andcs

i are the concentration of componenti in the
melt and solid, respectively.Df

i is the combined diffusiv-
ity/dispersivity tensor of componenti in the melt (we as-
sume negligible solid diffusion) andcf∗

ij is the concentration
of componenti in the fluid that is involved in reactionj. Γj

is the rate of mass transfer for reactionj. Specific forms
for different types of reactions will be introduced below. To
make (A6)–(A7) consistent with (A1)–(A2) and the property
that the sum of all concentrations in any phase must add to
100% (e.g.,

∑N
i=1 cf

i =
∑N

i=1 cs
i =

∑N
i=1 cf∗

ij = 1) requires
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that the total mass transfer rate be

Γ =
J∑

j=1

Γj (A8)

and that
∑N

i=1 ∇·ρfφDf
i ∇cf

i = 0 because onlyN −1 con-
centrations can freely diffuse. The final component must be
antidiffusive to conserve mass. For extensions to more com-
plicated multicomponent systems seeSteefel and Lasaga
[1994].

To make (A1)–(A7) more tractable and amenable to anal-
ysis, it is useful to rewrite the equations into potential form
and make them dimensionless.Spiegelman[1993a] provides
a basic recipe for scaling and writing (A1)–(A5) in potential
form. To get from (A1)–(A7) to (1)–(4), we follow the anal-
ysis ofSpiegelman[1993a] andAharonov et al.[1995]. To
get the dimensional forms of the equations, expand (A2) and
defineC = ∇· V to yield

∂φ

∂t
+ V · ∇φ = (1 − φ)C +

Γ
ρs

. (A9)

Adding (A1) and (A2) and substituting in (A3) and (A4) un-
der the assumptionsη = const and neglecting rotational
flow yields

−∇· kφ

µ
∇(ζ + 4η/3)C + C (A10)

= −∇·
[
kφ∆ρg

µ
(1 − φ)k

]
+

∆ρ

ρfρs
Γ,

or substitutingP = (ζ+4η/3)C yields the equation in terms
of excess pressure

−∇· kφ

µ
∇P +

P
(ζ + 4η/3)

(A11)

= −∇·
[
kφ∆ρg

µ
(1 − φ)k

]
+

∆ρ

ρfρs
Γ.

By the definitions forC andV = ∇U we get∇2U = C.

To get the dimensional equations for conservation of
composition, we expand the right-hand side of (A6) and
(A7) and substitute in (A1), (A2), and (A8) to get

ρs(1 − φ)
Dsc

s
i

Dt
= −


 J∑

j=1

(cf∗
ij − cs

i )Γj


 (A12)

ρfφ
Df cf

i

Dt
=


∇· ρfφDf

i ∇cf
i +


 J∑

j=1

(cf∗
ij − cf

i )Γj




 .

(A13)

To reduce the number of adjustable parameters, it is use-
ful to nondimensionalize (A9)–(A13) with the following nat-
ural scaling:

φ = φ0φ
′ t =

δ

w0
t′,

x = δx′ ∇ =
1
δ
∇′,

(v, V) = w0(v, V)′ U = δw0U ′,

C =
φ0w0

δ
C′ P = ∆ρgP ′,

(Γ,Γj) =
ρsφ0w0

δ
(Γ,Γj)′,

(ζ + 4η/3) = (ζ + 4η/3)0(ζ + 4η/3)′,

where

δ =

√
k0(ζ + 4η/3)0

µ
(A14)

φ0w0 =
k0∆ρg

µ
(A15)

are the compaction length and the melt separation velocity
[e.g., McKenzie, 1984;Spiegelman, 1993a], wherek0 and
(ζ+4η/3)0 are the permeability and solid viscosity at poros-
ity φ0. Substituting these definitions into (A9)–(A13) and
dropping primes yields

Dsφ

Dt
= (1 − φ0φ)C + Γ, (A16)

−∇·kφ∇P+
P

(ζ + 4η/3)
= −∇· [kφ(1 − φ0φ)k]+

∆ρ

ρf
Γ,

(A17)
∇2U = φ0C, (A18)

Dsc
s
i

Dt
=

−φ0

(1 − φ0φ)


 J∑

j=1

(cf∗
ij − cs

i )Γj


 , (A19)

Df cf
i

Dt
=

1
φ


 1

Pei
∇· φ∇cf

i +
ρs

ρf


 J∑

j=1

(cf∗
ij − cf

i )Γj




 ,

(A20)
where

P = (ζ + 4η/3)C, (A21)

kφ = φn, (A22)

V = ∇U , (A23)

v = V − kφ

φ
[∇P − (1 − φ0φ)k] . (A24)
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The three simplifications required to get (1)–(4) are that
the reference porosityφ0 is sufficiently small such that
(A18) can be neglected (i.e.,V ≈ 0); that

1
ρfφ

∇· ρfφ∇ ∼ ∇2 (A25)

and that there is only a single reactionpsolid → pdissolved

andcf∗
11 = cf

R = 1. The rate of this reaction isΓR which we
assume to be controlled by linear kinetics such that

ΓR = RA(φ, cs)
[
cf
eq − cf

]
, (A26)

whereR is a reaction rate per unit area andA is the spe-
cific area of the reaction, which depends on the porosity and
amount of soluble phase. Equation (A26) states that the re-
active dissolution rate is proportional to the difference be-
tween the melt composition and the equilibrium composi-
tion. If the melt is undersaturated in the reactive compo-
nent (cf < cf

eq), the solid will dissolve (ΓR > 0) otherwise
the solid will precipitate. Using the scaling given in (A14),
(A26) can be written in dimensionless form as

ΓR = DaA′(cf
eq − cf ). (A27)

In the more general case of adiabatic background melting
and dissolution,

Γ = Γ0 + ΓR, (A28)

where dimensionally

Γ0 = ρsW
∂F

∂z
(A29)

is the mass transfer rate due to adiabatic decompression and
is simply proportional to the solid upwelling velocity and the
imposed degree of meltingF as a function of height. Figure
6 shows details of specific melting runs.
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