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• First found by Madden and Julian (1971,1972) 
• Dominant mode of subseasonal tropical variability 
• Spatially at planetary scale; temporally at 30-60 days

What is the MJO?

Wheeler and 
Hendon 1994
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FIG. 8. DJF composite OLRA and 850-hPa wind vector anomalies. Shading levels denote OLR anomalies less than 27.5, 215, 222.5,
and 230 W m22, respectively, and hatching levels denote OLR anomalies greater than 7.5, 15, and 22.5 W m22, respectively. Black arrows
indicate wind anomalies that are statistically significant at the 99% level, based on their local standard deviation and the Student’s t test.
The magnitude of the largest vector is shown on the bottom right, and the number of days (points) falling within each phase category is
given.

posite are in agreement with the knowledge accumulated
by the previous studies. We thus believe that the RMM
indices, despite discriminating to eastward propagation
along the equator, are effective for capturing the south-

ern summer MJO. Further confidence of the effective-
ness of this new MJO index is the magnitude of the
composited anomalies; they are as large or larger than
those of previous studies.
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200 hPa Streamfunction
from Adrian Matthew’s webpage
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TC: tropical cyclone
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This slide from D. Kim.



Goal of this study

• We address whether and how the MJO influences 

subseasonal variability of Arctic surface air temperature. 

- Observational evidence (ERA-interim 1979-2012) 

- Initial value calculations (Dynamical core of GFDL) 

- Climate model simulations (CAM5 + UNICON)



Does the MJO influence Arctic SAT?!
!

MJO phase 5 (phase 1) leads to  
Arctic warming (cooling) in 10 days.



How we do MJO composites

7

• Wheeler and Hendon MJO index 
- PCs of two leading EOFs of OLR, 200- and 850-hPa zonal 

wind between 5S-5N. 
- The 120-day running mean is removed. 

!

• An active MJO event is defined following (L’Heureux and Higgins 
2008) 

- the MJO amplitude > 1 for consecutive pentads 
- MJO phase indicates eastward propagation  
- MJO persists for at least six consecutive pentads, but does not 

remain in one particular phase for more than four pentads. 
!

• Composited variables are 20-100-day filtered.



Poleward wave activity increases for MJO phase 5

8
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FIG. 8. DJF composite OLRA and 850-hPa wind vector anomalies. Shading levels denote OLR anomalies less than 27.5, 215, 222.5,
and 230 W m22, respectively, and hatching levels denote OLR anomalies greater than 7.5, 15, and 22.5 W m22, respectively. Black arrows
indicate wind anomalies that are statistically significant at the 99% level, based on their local standard deviation and the Student’s t test.
The magnitude of the largest vector is shown on the bottom right, and the number of days (points) falling within each phase category is
given.

posite are in agreement with the knowledge accumulated
by the previous studies. We thus believe that the RMM
indices, despite discriminating to eastward propagation
along the equator, are effective for capturing the south-

ern summer MJO. Further confidence of the effective-
ness of this new MJO index is the magnitude of the
composited anomalies; they are as large or larger than
those of previous studies.

Yoo et al. 2012b

Anomalous EP flux for MJO phase 5



Zonal mean picture

Yoo et al. 2012b

lag day 0 to lag 110 days with the temperature anomaly
changing from negative to positive after lag 16 days.
These high-latitude temperature changes are consistent
with the widespread Arctic SAT change (Fig. 1), sug-
gesting that zonal mean diagnostics can be used to in-
vestigate driving mechanisms.

We next examine the process through which adiabatic
warming takes place. For this task, we use the zonal mean
momentum equation:
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Here X designates the zonal component of mechanical
dissipation. The composite anomalous zonal wind is shown
in Fig. 6 (contours), while the tendency is not shown
because it can be inferred by comparing the zonal mean
zonal winds at adjacent lag days. Focusing first on the
tropics, where the MJO is located, we can see a positive
tendency for the zonal mean zonal wind in the upper
troposphere for phase 5 and a negative tendency for phase
1. This is consistent with the spatial structure of the
anomalous equatorial OLR, which corresponds to an
enhanced localization of convective heating for phase 5
and a more zonally uniform convective heating for
phase 1 (see Fig. 1); tropical waves are generated by
zonally asymmetric tropical heating, while overturning
circulations such as the Hadley cell are driven by the zon-
ally symmetric component of the heating. In a two-layer

GCM, Rossby waves generated by zonally varying trop-
ical heating exert an eastward acceleration in the upper
layer (Suarez and Duffy 1992; Saravanan 1993). It was
shown that the MJO can also generate an eastward ac-
celeration in the equatorial upper troposphere (Lee
1999). In multilevel GCMs, MJO-like features are found
to act in a similar manner (Lee 1999; Caballero and
Huber 2010). These changes in the zonal-mean zonal
wind are driven mostly by the eddy momentum flux
convergence (shading in Fig. 7). For phase 5, which as
discussed above is associated with more zonally local-
ized tropical heating, eddy momentum flux convergence
occurs at the equator (right panels in Fig. 7), while for
phase 1, which is associated with more zonally uniform
tropical heating, eddy momentum flux divergence takes
place at the equator (left panels in Fig. 7).

In the extratropics, the anomalous zonal-mean zonal
wind (contours in Fig. 6) shows the expected thermal
wind balance; the zonal mean temperature (shading in
Fig. 6) shows negative and positive anomalies, respec-
tively, on the northern and southern sides of a positive
wind anomaly, while opposite sign temperature anom-
alies are observed across a negative wind anomaly.

The projection analysis (Fig. 4) indicates that adia-
batic warming, although weak, is the harbinger of the
processes that result in the Arctic SAT change. There-
fore, we first examine the anomalous mean meridional
circulation (MMC, contours in Fig. 7). It can be seen that
thermally direct circulation cells (solid contours) occur

FIG. 6. Lagged composites of zonal mean zonal wind (thin contours) and zonal mean temperature (shading) along with the climato-
logical zonal-mean zonal wind (thick contours on the lag 14 day panels), for MJO (left) phase 1 and (right) phase 5. Lag days 26, 24, 22,
0, 2, 4, 6, 8, and 10 are shown. Solid contours are positive, dashed contours negative, and the zero contours omitted. The contour interval is
0.3 m s21 for thin contours and 10 m s21 for thick contours.
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u anomaly

u climatology

T anomaly

• Tropical forcing leads to acceleration in the tropics. 
• In the extratropics, wind and temperature are in thermal wind 

balance.



Zonal mean T in lag - height

Yoo et al. 2014

Zonal mean temperature anomalies

Shading indicates p < 0.05.

• About 40-day oscillation is clear both in the tropics and the Arctic. 
• The anomalies show top heaviness in the tropics vs bottom 

heaviness in the Arctic.



SAT for MJO phase 5

propagating waves are also made evident by subtracting
the phase 1 composite from the phase 5 composite (right
panels in Fig. 2) since the sign of the anomalies in all three
sets of panels is the same.

To investigate the processes through which the SAT
changes take place, we start from the thermodynamic
energy equation:
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where N is the buoyancy frequency defined as
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and Q is the diabatic heating. Here R is the gas constant
for dry air, H is the scale height, k is the ratio of the gas
constant to the specific heat capacity at constant pres-
sure ([R/Cp), and To is the horizontal mean tempera-
ture [5To(z)].

The relative timing and impact of the terms that drive
the SAT change can be assessed quantitatively by pro-
jecting each term onto the spatial pattern of the SAT
averaged over lag 13 through lag 111 days (see Feldstein

2003 for additional details about the methodology). This
time interval is chosen because the time taken for trop-
ically forced Rossby wave trains to reach high latitudes
is 5 to 10 days (Hoskins and Karoly 1981). We define the
projection Pi as
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where jij is the ith term on the rhs of (1) and Tj is the
SAT pattern averaged over lag 13 to lag 111 days, both
at the jth grid point. We further write the anomalous
SAT at any MJO lag day t as

T(l, u, t) 5 a(t)T(l, u) 1 T9(l, u, t), (4)

and define a(t) as
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which results in T9 being orthogonal to T. Here the
quantity a(t) represents a measure of the similarity

FIG. 1. (top) Total OLR composite on lag day 0 with (bottom) lagged composites of SAT on lag days 0, 5, 10, and 15 for MJO (left) phase
1 and (right) phase 5. Solid contours are positive, dashed contours negative, and the zero contours are omitted; positive (negative) values
above the 95% confidence level for a Student’s t test are shaded in red (blue).
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Yoo et al. 2012b

Shading indicates p < 0.05.



Area averaged SAT power spectra

C. Yoo et al.

Figure 1. Intraseasonal power spectra (thick solid line) of SAT averaged over 60◦N–90◦N for (a) all extended boreal winters
between 1979 and 2011, (b) strong MJO winters, and (c) weak MJO winters. The strong and weak MJO winters are defined in
the text. Also, the red-noise spectrum (thin solid line) and the 95% a priori (thin dashed line) and a posteriori (thin dotted line)
confidence levels are shown.

denoted by RMM1 and RMM2, of the combined
empirical orthogonal functions of the intraseasonal
200- and 850-hPa zonal winds and outgoing longwave
radiation averaged over the tropical band from 15◦S
to 15◦N (Wheeler and Hendon, 2004). Wheeler and
Hendon defined eight phases of the MJO based on the
signs of RMM1 and RMM2.

For the power spectral analysis, anomalies are
obtained by subtracting the climatological daily mean,
which is estimated by the first three harmonics of
the calendar mean for each day at each grid point.
The power spectra for each winter are averaged to
construct a wintertime intraseasonal power spectrum.
The red-noise spectrum, and the 95% a priori and
95% a posteriori confidence levels (Madden and
Julian, 1971; Feldstein, 2000) are based on the lag-1
day autocorrelation, which is determined from a least
squares fit to the intraseasonal power spectrum. An
important feature of power spectral analysis is that
for random time series the likelihood of there being
at least one spectral peak that exceeds the a priori
confidence level becomes greater as the number of
frequencies retained in the power spectrum increases
(if a particular spectral peak in the Arctic SAT was to
be expected, then the more commonly used a priori
confidence level would be most appropriate). As, for
the Arctic SAT, there is no a priori reason to expect
any particular spectral peak in the Arctic SAT, we
show both the a priori confidence level and the stricter
a posteriori confidence levels. With regard to the a
posteriori confidence level, we are evaluating the like-
lihood of there being at least one Arctic SAT spectral
peak that exceeds the 95% a priori confidence level.

To construct the composite fields for the MJO,
in addition to subtracting the climatological daily
mean using the method described above, a 101-point,
20- to 100-day band-pass digital filter is applied.
For an MJO event, in addition to the amplitude
of the MJO, its eastward propagation is considered
(L’Heureux and Higgins, 2008). To be specific, an
MJO event is defined to have taken place when

all of the following conditions are satisfied: (1) the
amplitude of the MJO index is greater than one for
consecutive pentads, (2) MJO phases indicate eastward
propagation by increasing in numerical order, and
(3) MJO events persist for at least six consecutive
pentads, but do not remain in one particular phase for
more than four pentads. The MJO composite field is
neither sensitive to the width of the window of the
filter nor to the method of defining an MJO event
(Yoo et al ., 2011).

3. Results

We first examine the power spectra for the SAT aver-
aged over the Arctic region (60◦N–90◦N). Figure 1(a)
shows that the winter power spectrum (thick curve)
has a statistically significant (p < 0.05, a posteriori )
peak at approximately 40 days (precisely 37.75 days)
[this peak can be seen in tropical outgoing longwave
radiation (OLR) power spectra, e.g. Figure 2 in
Kiladis and Weickmann, 1992]. At other time scales,
the power spectrum closely follows that of a first-order
autoregressive process (thin solid curve). Since this
spectral peak coincides with the MJO time scale, to
explore the possible linkage to the MJO, power spec-
tra of the Arctic SAT are calculated for strong (Figure
1(b)) and weak (Figure 1(c)) MJO winters, where a
strong (weak) MJO winter is defined as the seasonal
mean MJO amplitude (Wheeler and Hendon, 2004 and
references therein) being greater (less) than 1.25. This
threshold value divides the 32 winters into 17 strong
and 15 weak MJO winters. For the strong MJO winters
the 40-day spectral peak strengthens (Figure 1(b)),
while for the weak MJO winters this peak diminishes.
This result suggests that the 40-day spectral peak in
the Arctic SAT is indeed linked to the MJO.

The coherence squared calculated using the RMM1
and RMM2 indices of Wheeler and Hendon (2004)
and the Arctic SAT averaged poleward of 60◦N
provide further support that the 40-day spectral peak in

© 2013 Royal Meteorological Society Atmos. Sci. Let. (2013)

Yoo et al. 2014

• How we calculated the power spectrum for SAT over 60N-90N: 
- Annual cycle is removed. 
- Power spectrum is calculated for each winter. 
- Then the spectra for each winter are averaged.

power spectrum (thick), red-noise (thin), 95% and 99% levels (dashed and dotted)



How does the MJO influence Arctic SAT?!
!

Three step processes: 
1. Adiabatic warming 

2. Temperature advection 
3. Radiative heating by IR



• We start from the thermodynamic energy equation: 
!

• We project each term onto     , lag +3 to +11 days 
mean:

Yoo et al. 2012b

propagating waves are also made evident by subtracting
the phase 1 composite from the phase 5 composite (right
panels in Fig. 2) since the sign of the anomalies in all three
sets of panels is the same.

To investigate the processes through which the SAT
changes take place, we start from the thermodynamic
energy equation:
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and Q is the diabatic heating. Here R is the gas constant
for dry air, H is the scale height, k is the ratio of the gas
constant to the specific heat capacity at constant pres-
sure ([R/Cp), and To is the horizontal mean tempera-
ture [5To(z)].

The relative timing and impact of the terms that drive
the SAT change can be assessed quantitatively by pro-
jecting each term onto the spatial pattern of the SAT
averaged over lag 13 through lag 111 days (see Feldstein

2003 for additional details about the methodology). This
time interval is chosen because the time taken for trop-
ically forced Rossby wave trains to reach high latitudes
is 5 to 10 days (Hoskins and Karoly 1981). We define the
projection Pi as

Pi [ !
j

jij(l, u)Tj l, u) cosu,ð (3)

where jij is the ith term on the rhs of (1) and Tj is the
SAT pattern averaged over lag 13 to lag 111 days, both
at the jth grid point. We further write the anomalous
SAT at any MJO lag day t as

T(l, u, t) 5 a(t)T(l, u) 1 T9(l, u, t), (4)

and define a(t) as

a(t) 5
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which results in T9 being orthogonal to T. Here the
quantity a(t) represents a measure of the similarity

FIG. 1. (top) Total OLR composite on lag day 0 with (bottom) lagged composites of SAT on lag days 0, 5, 10, and 15 for MJO (left) phase
1 and (right) phase 5. Solid contours are positive, dashed contours negative, and the zero contours are omitted; positive (negative) values
above the 95% confidence level for a Student’s t test are shaded in red (blue).
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propagating waves are also made evident by subtracting
the phase 1 composite from the phase 5 composite (right
panels in Fig. 2) since the sign of the anomalies in all three
sets of panels is the same.

To investigate the processes through which the SAT
changes take place, we start from the thermodynamic
energy equation:
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and Q is the diabatic heating. Here R is the gas constant
for dry air, H is the scale height, k is the ratio of the gas
constant to the specific heat capacity at constant pres-
sure ([R/Cp), and To is the horizontal mean tempera-
ture [5To(z)].

The relative timing and impact of the terms that drive
the SAT change can be assessed quantitatively by pro-
jecting each term onto the spatial pattern of the SAT
averaged over lag 13 through lag 111 days (see Feldstein

2003 for additional details about the methodology). This
time interval is chosen because the time taken for trop-
ically forced Rossby wave trains to reach high latitudes
is 5 to 10 days (Hoskins and Karoly 1981). We define the
projection Pi as
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where jij is the ith term on the rhs of (1) and Tj is the
SAT pattern averaged over lag 13 to lag 111 days, both
at the jth grid point. We further write the anomalous
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FIG. 1. (top) Total OLR composite on lag day 0 with (bottom) lagged composites of SAT on lag days 0, 5, 10, and 15 for MJO (left) phase
1 and (right) phase 5. Solid contours are positive, dashed contours negative, and the zero contours are omitted; positive (negative) values
above the 95% confidence level for a Student’s t test are shaded in red (blue).
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the water vapor concentration, there are observational
(Vecchi and Bond 2004) and modeling (Yoo et al. 2012)
studies that found the change in moisture in response to
the MJO to be, at least in part, driven by the moisture
transport through the circulation response to the MJO.
This finding collectively suggests the following picture:
the MJO changes the Arctic SAT through dynamical
processes, first through adiabatic warming/cooling and
horizontal advection and next by moisture advection,
which leads to the downward IR anomaly. The resulting
SAT change is then damped by surface sensible and
latent heat fluxes. These results are also consistent with
the finding of Lee et al. (2011b), who showed with time-
lagged linear regression analysis that Arctic warming
occurs first through dynamical warming and then through
the downward IR, followed perhaps by increased cloud-
iness and/or moisture.

In Fig. 5, we compare the anomalous SAT tendency
associated with the MJO (left panels) with the corre-
sponding anomalous dynamical warming (middle pan-
els) and anomalous downward IR (right panels) at the
surface, for phase 1 (left page) and phase 5 (right page).
To highlight large-scale spatial features, these fields are
truncated to a T21 horizontal resolution. In addition,
since the dynamical warming projections (black solid
curve in the top panels of Fig. 4) show maximum, zero,

and minimum values on lag 12, 16, and 110 days, re-
spectively, we display in Fig. 5 the SAT tendency terms
on these days. As expected from Fig. 4, for both phases
and all lags the dynamical warming term appears to
match reasonably well with the SAT tendency. For ex-
ample, on lag 12 and lag 16 days phase 1 shows a neg-
ative SAT tendency near 1358E and 1208W, respectively.
On lag 110 days a negative anomaly covers the entire
western Arctic Ocean. The dynamical warming term,
which is negative in this region, captures the large-scale
pattern in the SAT tendency. Similarly, the SAT tendency
associated with phase 5 shows good agreement with the
corresponding dynamical warming term. The pattern cor-
relation between the SAT tendency and the dynamical
warming term for the domain extending over 608–908N and
averaged over lag day 0 through lag 115 days is 0.59 (0.60)
for MJO phase 1 (phase 5). In addition, the anomalies that
are statistically significant at the 90% confidence level for
a Student’s t test are shown (shading). For the downward
IR most of the same anomalies are statistically significant
at the 95% confidence level, which is not the case for the
SAT tendency and dynamic warming anomalies.

It can be seen that the downward IR more closely
resembles the SAT associated with the MJO (Fig. 1) than
the corresponding SAT tendency. The spatial correla-
tions between the SAT and the downward IR exceed 0.9

FIG. 4. Projections of dynamical warming (black solid curve), adiabatic warming (dashed curve), horizontal thermal
advection (dotted curve), downward IR (red curve), surface heat flux (green curve), and specific humidity (blue curve) onto
the time-averaged SAT patterns for (top left) phase 1 and (top right) phase 5. Each projection is normalized by its own
maximum value. (bottom) The rate of change of a(t) (red curve) and the projection terms on the right-hand side of (6), such
as dynamical warming (black solid curve), which is comprised of the sum of adiabatic warming (dashed curve) and horizontal
thermal advection (dotted curve), along with the residual (blue curve), are shown. Values have been multiplied by 1 3 1026.
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Normalized P for MJO phase 5



• We start from the thermodynamic energy equation: 
!

• We project each term onto     , lag +3 to +11 days 
mean:

Yoo et al. 2012b

propagating waves are also made evident by subtracting
the phase 1 composite from the phase 5 composite (right
panels in Fig. 2) since the sign of the anomalies in all three
sets of panels is the same.

To investigate the processes through which the SAT
changes take place, we start from the thermodynamic
energy equation:
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and Q is the diabatic heating. Here R is the gas constant
for dry air, H is the scale height, k is the ratio of the gas
constant to the specific heat capacity at constant pres-
sure ([R/Cp), and To is the horizontal mean tempera-
ture [5To(z)].

The relative timing and impact of the terms that drive
the SAT change can be assessed quantitatively by pro-
jecting each term onto the spatial pattern of the SAT
averaged over lag 13 through lag 111 days (see Feldstein

2003 for additional details about the methodology). This
time interval is chosen because the time taken for trop-
ically forced Rossby wave trains to reach high latitudes
is 5 to 10 days (Hoskins and Karoly 1981). We define the
projection Pi as
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where jij is the ith term on the rhs of (1) and Tj is the
SAT pattern averaged over lag 13 to lag 111 days, both
at the jth grid point. We further write the anomalous
SAT at any MJO lag day t as
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which results in T9 being orthogonal to T. Here the
quantity a(t) represents a measure of the similarity

FIG. 1. (top) Total OLR composite on lag day 0 with (bottom) lagged composites of SAT on lag days 0, 5, 10, and 15 for MJO (left) phase
1 and (right) phase 5. Solid contours are positive, dashed contours negative, and the zero contours are omitted; positive (negative) values
above the 95% confidence level for a Student’s t test are shaded in red (blue).
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propagating waves are also made evident by subtracting
the phase 1 composite from the phase 5 composite (right
panels in Fig. 2) since the sign of the anomalies in all three
sets of panels is the same.

To investigate the processes through which the SAT
changes take place, we start from the thermodynamic
energy equation:
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and Q is the diabatic heating. Here R is the gas constant
for dry air, H is the scale height, k is the ratio of the gas
constant to the specific heat capacity at constant pres-
sure ([R/Cp), and To is the horizontal mean tempera-
ture [5To(z)].

The relative timing and impact of the terms that drive
the SAT change can be assessed quantitatively by pro-
jecting each term onto the spatial pattern of the SAT
averaged over lag 13 through lag 111 days (see Feldstein

2003 for additional details about the methodology). This
time interval is chosen because the time taken for trop-
ically forced Rossby wave trains to reach high latitudes
is 5 to 10 days (Hoskins and Karoly 1981). We define the
projection Pi as
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where jij is the ith term on the rhs of (1) and Tj is the
SAT pattern averaged over lag 13 to lag 111 days, both
at the jth grid point. We further write the anomalous
SAT at any MJO lag day t as
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FIG. 1. (top) Total OLR composite on lag day 0 with (bottom) lagged composites of SAT on lag days 0, 5, 10, and 15 for MJO (left) phase
1 and (right) phase 5. Solid contours are positive, dashed contours negative, and the zero contours are omitted; positive (negative) values
above the 95% confidence level for a Student’s t test are shaded in red (blue).
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the water vapor concentration, there are observational
(Vecchi and Bond 2004) and modeling (Yoo et al. 2012)
studies that found the change in moisture in response to
the MJO to be, at least in part, driven by the moisture
transport through the circulation response to the MJO.
This finding collectively suggests the following picture:
the MJO changes the Arctic SAT through dynamical
processes, first through adiabatic warming/cooling and
horizontal advection and next by moisture advection,
which leads to the downward IR anomaly. The resulting
SAT change is then damped by surface sensible and
latent heat fluxes. These results are also consistent with
the finding of Lee et al. (2011b), who showed with time-
lagged linear regression analysis that Arctic warming
occurs first through dynamical warming and then through
the downward IR, followed perhaps by increased cloud-
iness and/or moisture.

In Fig. 5, we compare the anomalous SAT tendency
associated with the MJO (left panels) with the corre-
sponding anomalous dynamical warming (middle pan-
els) and anomalous downward IR (right panels) at the
surface, for phase 1 (left page) and phase 5 (right page).
To highlight large-scale spatial features, these fields are
truncated to a T21 horizontal resolution. In addition,
since the dynamical warming projections (black solid
curve in the top panels of Fig. 4) show maximum, zero,

and minimum values on lag 12, 16, and 110 days, re-
spectively, we display in Fig. 5 the SAT tendency terms
on these days. As expected from Fig. 4, for both phases
and all lags the dynamical warming term appears to
match reasonably well with the SAT tendency. For ex-
ample, on lag 12 and lag 16 days phase 1 shows a neg-
ative SAT tendency near 1358E and 1208W, respectively.
On lag 110 days a negative anomaly covers the entire
western Arctic Ocean. The dynamical warming term,
which is negative in this region, captures the large-scale
pattern in the SAT tendency. Similarly, the SAT tendency
associated with phase 5 shows good agreement with the
corresponding dynamical warming term. The pattern cor-
relation between the SAT tendency and the dynamical
warming term for the domain extending over 608–908N and
averaged over lag day 0 through lag 115 days is 0.59 (0.60)
for MJO phase 1 (phase 5). In addition, the anomalies that
are statistically significant at the 90% confidence level for
a Student’s t test are shown (shading). For the downward
IR most of the same anomalies are statistically significant
at the 95% confidence level, which is not the case for the
SAT tendency and dynamic warming anomalies.

It can be seen that the downward IR more closely
resembles the SAT associated with the MJO (Fig. 1) than
the corresponding SAT tendency. The spatial correla-
tions between the SAT and the downward IR exceed 0.9

FIG. 4. Projections of dynamical warming (black solid curve), adiabatic warming (dashed curve), horizontal thermal
advection (dotted curve), downward IR (red curve), surface heat flux (green curve), and specific humidity (blue curve) onto
the time-averaged SAT patterns for (top left) phase 1 and (top right) phase 5. Each projection is normalized by its own
maximum value. (bottom) The rate of change of a(t) (red curve) and the projection terms on the right-hand side of (6), such
as dynamical warming (black solid curve), which is comprised of the sum of adiabatic warming (dashed curve) and horizontal
thermal advection (dotted curve), along with the residual (blue curve), are shown. Values have been multiplied by 1 3 1026.
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• We start from the thermodynamic energy equation: 
!

• We project each term onto     , lag +3 to +11 days 
mean:

Yoo et al. 2012b

propagating waves are also made evident by subtracting
the phase 1 composite from the phase 5 composite (right
panels in Fig. 2) since the sign of the anomalies in all three
sets of panels is the same.

To investigate the processes through which the SAT
changes take place, we start from the thermodynamic
energy equation:
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and Q is the diabatic heating. Here R is the gas constant
for dry air, H is the scale height, k is the ratio of the gas
constant to the specific heat capacity at constant pres-
sure ([R/Cp), and To is the horizontal mean tempera-
ture [5To(z)].

The relative timing and impact of the terms that drive
the SAT change can be assessed quantitatively by pro-
jecting each term onto the spatial pattern of the SAT
averaged over lag 13 through lag 111 days (see Feldstein

2003 for additional details about the methodology). This
time interval is chosen because the time taken for trop-
ically forced Rossby wave trains to reach high latitudes
is 5 to 10 days (Hoskins and Karoly 1981). We define the
projection Pi as

Pi [ !
j

jij(l, u)Tj l, u) cosu,ð (3)

where jij is the ith term on the rhs of (1) and Tj is the
SAT pattern averaged over lag 13 to lag 111 days, both
at the jth grid point. We further write the anomalous
SAT at any MJO lag day t as

T(l, u, t) 5 a(t)T(l, u) 1 T9(l, u, t), (4)

and define a(t) as
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which results in T9 being orthogonal to T. Here the
quantity a(t) represents a measure of the similarity

FIG. 1. (top) Total OLR composite on lag day 0 with (bottom) lagged composites of SAT on lag days 0, 5, 10, and 15 for MJO (left) phase
1 and (right) phase 5. Solid contours are positive, dashed contours negative, and the zero contours are omitted; positive (negative) values
above the 95% confidence level for a Student’s t test are shaded in red (blue).
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for dry air, H is the scale height, k is the ratio of the gas
constant to the specific heat capacity at constant pres-
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the SAT change can be assessed quantitatively by pro-
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FIG. 1. (top) Total OLR composite on lag day 0 with (bottom) lagged composites of SAT on lag days 0, 5, 10, and 15 for MJO (left) phase
1 and (right) phase 5. Solid contours are positive, dashed contours negative, and the zero contours are omitted; positive (negative) values
above the 95% confidence level for a Student’s t test are shaded in red (blue).
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T

the water vapor concentration, there are observational
(Vecchi and Bond 2004) and modeling (Yoo et al. 2012)
studies that found the change in moisture in response to
the MJO to be, at least in part, driven by the moisture
transport through the circulation response to the MJO.
This finding collectively suggests the following picture:
the MJO changes the Arctic SAT through dynamical
processes, first through adiabatic warming/cooling and
horizontal advection and next by moisture advection,
which leads to the downward IR anomaly. The resulting
SAT change is then damped by surface sensible and
latent heat fluxes. These results are also consistent with
the finding of Lee et al. (2011b), who showed with time-
lagged linear regression analysis that Arctic warming
occurs first through dynamical warming and then through
the downward IR, followed perhaps by increased cloud-
iness and/or moisture.

In Fig. 5, we compare the anomalous SAT tendency
associated with the MJO (left panels) with the corre-
sponding anomalous dynamical warming (middle pan-
els) and anomalous downward IR (right panels) at the
surface, for phase 1 (left page) and phase 5 (right page).
To highlight large-scale spatial features, these fields are
truncated to a T21 horizontal resolution. In addition,
since the dynamical warming projections (black solid
curve in the top panels of Fig. 4) show maximum, zero,

and minimum values on lag 12, 16, and 110 days, re-
spectively, we display in Fig. 5 the SAT tendency terms
on these days. As expected from Fig. 4, for both phases
and all lags the dynamical warming term appears to
match reasonably well with the SAT tendency. For ex-
ample, on lag 12 and lag 16 days phase 1 shows a neg-
ative SAT tendency near 1358E and 1208W, respectively.
On lag 110 days a negative anomaly covers the entire
western Arctic Ocean. The dynamical warming term,
which is negative in this region, captures the large-scale
pattern in the SAT tendency. Similarly, the SAT tendency
associated with phase 5 shows good agreement with the
corresponding dynamical warming term. The pattern cor-
relation between the SAT tendency and the dynamical
warming term for the domain extending over 608–908N and
averaged over lag day 0 through lag 115 days is 0.59 (0.60)
for MJO phase 1 (phase 5). In addition, the anomalies that
are statistically significant at the 90% confidence level for
a Student’s t test are shown (shading). For the downward
IR most of the same anomalies are statistically significant
at the 95% confidence level, which is not the case for the
SAT tendency and dynamic warming anomalies.

It can be seen that the downward IR more closely
resembles the SAT associated with the MJO (Fig. 1) than
the corresponding SAT tendency. The spatial correla-
tions between the SAT and the downward IR exceed 0.9

FIG. 4. Projections of dynamical warming (black solid curve), adiabatic warming (dashed curve), horizontal thermal
advection (dotted curve), downward IR (red curve), surface heat flux (green curve), and specific humidity (blue curve) onto
the time-averaged SAT patterns for (top left) phase 1 and (top right) phase 5. Each projection is normalized by its own
maximum value. (bottom) The rate of change of a(t) (red curve) and the projection terms on the right-hand side of (6), such
as dynamical warming (black solid curve), which is comprised of the sum of adiabatic warming (dashed curve) and horizontal
thermal advection (dotted curve), along with the residual (blue curve), are shown. Values have been multiplied by 1 3 1026.
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• We start from the thermodynamic energy equation: 
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• We project each term onto     , lag +3 to +11 days 
mean:

Yoo et al. 2012b

propagating waves are also made evident by subtracting
the phase 1 composite from the phase 5 composite (right
panels in Fig. 2) since the sign of the anomalies in all three
sets of panels is the same.

To investigate the processes through which the SAT
changes take place, we start from the thermodynamic
energy equation:
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and Q is the diabatic heating. Here R is the gas constant
for dry air, H is the scale height, k is the ratio of the gas
constant to the specific heat capacity at constant pres-
sure ([R/Cp), and To is the horizontal mean tempera-
ture [5To(z)].

The relative timing and impact of the terms that drive
the SAT change can be assessed quantitatively by pro-
jecting each term onto the spatial pattern of the SAT
averaged over lag 13 through lag 111 days (see Feldstein

2003 for additional details about the methodology). This
time interval is chosen because the time taken for trop-
ically forced Rossby wave trains to reach high latitudes
is 5 to 10 days (Hoskins and Karoly 1981). We define the
projection Pi as

Pi [ !
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jij(l, u)Tj l, u) cosu,ð (3)

where jij is the ith term on the rhs of (1) and Tj is the
SAT pattern averaged over lag 13 to lag 111 days, both
at the jth grid point. We further write the anomalous
SAT at any MJO lag day t as

T(l, u, t) 5 a(t)T(l, u) 1 T9(l, u, t), (4)
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FIG. 1. (top) Total OLR composite on lag day 0 with (bottom) lagged composites of SAT on lag days 0, 5, 10, and 15 for MJO (left) phase
1 and (right) phase 5. Solid contours are positive, dashed contours negative, and the zero contours are omitted; positive (negative) values
above the 95% confidence level for a Student’s t test are shaded in red (blue).
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propagating waves are also made evident by subtracting
the phase 1 composite from the phase 5 composite (right
panels in Fig. 2) since the sign of the anomalies in all three
sets of panels is the same.

To investigate the processes through which the SAT
changes take place, we start from the thermodynamic
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and Q is the diabatic heating. Here R is the gas constant
for dry air, H is the scale height, k is the ratio of the gas
constant to the specific heat capacity at constant pres-
sure ([R/Cp), and To is the horizontal mean tempera-
ture [5To(z)].

The relative timing and impact of the terms that drive
the SAT change can be assessed quantitatively by pro-
jecting each term onto the spatial pattern of the SAT
averaged over lag 13 through lag 111 days (see Feldstein

2003 for additional details about the methodology). This
time interval is chosen because the time taken for trop-
ically forced Rossby wave trains to reach high latitudes
is 5 to 10 days (Hoskins and Karoly 1981). We define the
projection Pi as
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jij(l, u)Tj l, u) cosu,ð (3)

where jij is the ith term on the rhs of (1) and Tj is the
SAT pattern averaged over lag 13 to lag 111 days, both
at the jth grid point. We further write the anomalous
SAT at any MJO lag day t as
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FIG. 1. (top) Total OLR composite on lag day 0 with (bottom) lagged composites of SAT on lag days 0, 5, 10, and 15 for MJO (left) phase
1 and (right) phase 5. Solid contours are positive, dashed contours negative, and the zero contours are omitted; positive (negative) values
above the 95% confidence level for a Student’s t test are shaded in red (blue).
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T

the water vapor concentration, there are observational
(Vecchi and Bond 2004) and modeling (Yoo et al. 2012)
studies that found the change in moisture in response to
the MJO to be, at least in part, driven by the moisture
transport through the circulation response to the MJO.
This finding collectively suggests the following picture:
the MJO changes the Arctic SAT through dynamical
processes, first through adiabatic warming/cooling and
horizontal advection and next by moisture advection,
which leads to the downward IR anomaly. The resulting
SAT change is then damped by surface sensible and
latent heat fluxes. These results are also consistent with
the finding of Lee et al. (2011b), who showed with time-
lagged linear regression analysis that Arctic warming
occurs first through dynamical warming and then through
the downward IR, followed perhaps by increased cloud-
iness and/or moisture.

In Fig. 5, we compare the anomalous SAT tendency
associated with the MJO (left panels) with the corre-
sponding anomalous dynamical warming (middle pan-
els) and anomalous downward IR (right panels) at the
surface, for phase 1 (left page) and phase 5 (right page).
To highlight large-scale spatial features, these fields are
truncated to a T21 horizontal resolution. In addition,
since the dynamical warming projections (black solid
curve in the top panels of Fig. 4) show maximum, zero,

and minimum values on lag 12, 16, and 110 days, re-
spectively, we display in Fig. 5 the SAT tendency terms
on these days. As expected from Fig. 4, for both phases
and all lags the dynamical warming term appears to
match reasonably well with the SAT tendency. For ex-
ample, on lag 12 and lag 16 days phase 1 shows a neg-
ative SAT tendency near 1358E and 1208W, respectively.
On lag 110 days a negative anomaly covers the entire
western Arctic Ocean. The dynamical warming term,
which is negative in this region, captures the large-scale
pattern in the SAT tendency. Similarly, the SAT tendency
associated with phase 5 shows good agreement with the
corresponding dynamical warming term. The pattern cor-
relation between the SAT tendency and the dynamical
warming term for the domain extending over 608–908N and
averaged over lag day 0 through lag 115 days is 0.59 (0.60)
for MJO phase 1 (phase 5). In addition, the anomalies that
are statistically significant at the 90% confidence level for
a Student’s t test are shown (shading). For the downward
IR most of the same anomalies are statistically significant
at the 95% confidence level, which is not the case for the
SAT tendency and dynamic warming anomalies.

It can be seen that the downward IR more closely
resembles the SAT associated with the MJO (Fig. 1) than
the corresponding SAT tendency. The spatial correla-
tions between the SAT and the downward IR exceed 0.9

FIG. 4. Projections of dynamical warming (black solid curve), adiabatic warming (dashed curve), horizontal thermal
advection (dotted curve), downward IR (red curve), surface heat flux (green curve), and specific humidity (blue curve) onto
the time-averaged SAT patterns for (top left) phase 1 and (top right) phase 5. Each projection is normalized by its own
maximum value. (bottom) The rate of change of a(t) (red curve) and the projection terms on the right-hand side of (6), such
as dynamical warming (black solid curve), which is comprised of the sum of adiabatic warming (dashed curve) and horizontal
thermal advection (dotted curve), along with the residual (blue curve), are shown. Values have been multiplied by 1 3 1026.
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• We further write 
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the water vapor concentration, there are observational
(Vecchi and Bond 2004) and modeling (Yoo et al. 2012)
studies that found the change in moisture in response to
the MJO to be, at least in part, driven by the moisture
transport through the circulation response to the MJO.
This finding collectively suggests the following picture:
the MJO changes the Arctic SAT through dynamical
processes, first through adiabatic warming/cooling and
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which leads to the downward IR anomaly. The resulting
SAT change is then damped by surface sensible and
latent heat fluxes. These results are also consistent with
the finding of Lee et al. (2011b), who showed with time-
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occurs first through dynamical warming and then through
the downward IR, followed perhaps by increased cloud-
iness and/or moisture.

In Fig. 5, we compare the anomalous SAT tendency
associated with the MJO (left panels) with the corre-
sponding anomalous dynamical warming (middle pan-
els) and anomalous downward IR (right panels) at the
surface, for phase 1 (left page) and phase 5 (right page).
To highlight large-scale spatial features, these fields are
truncated to a T21 horizontal resolution. In addition,
since the dynamical warming projections (black solid
curve in the top panels of Fig. 4) show maximum, zero,

and minimum values on lag 12, 16, and 110 days, re-
spectively, we display in Fig. 5 the SAT tendency terms
on these days. As expected from Fig. 4, for both phases
and all lags the dynamical warming term appears to
match reasonably well with the SAT tendency. For ex-
ample, on lag 12 and lag 16 days phase 1 shows a neg-
ative SAT tendency near 1358E and 1208W, respectively.
On lag 110 days a negative anomaly covers the entire
western Arctic Ocean. The dynamical warming term,
which is negative in this region, captures the large-scale
pattern in the SAT tendency. Similarly, the SAT tendency
associated with phase 5 shows good agreement with the
corresponding dynamical warming term. The pattern cor-
relation between the SAT tendency and the dynamical
warming term for the domain extending over 608–908N and
averaged over lag day 0 through lag 115 days is 0.59 (0.60)
for MJO phase 1 (phase 5). In addition, the anomalies that
are statistically significant at the 90% confidence level for
a Student’s t test are shown (shading). For the downward
IR most of the same anomalies are statistically significant
at the 95% confidence level, which is not the case for the
SAT tendency and dynamic warming anomalies.

It can be seen that the downward IR more closely
resembles the SAT associated with the MJO (Fig. 1) than
the corresponding SAT tendency. The spatial correla-
tions between the SAT and the downward IR exceed 0.9

FIG. 4. Projections of dynamical warming (black solid curve), adiabatic warming (dashed curve), horizontal thermal
advection (dotted curve), downward IR (red curve), surface heat flux (green curve), and specific humidity (blue curve) onto
the time-averaged SAT patterns for (top left) phase 1 and (top right) phase 5. Each projection is normalized by its own
maximum value. (bottom) The rate of change of a(t) (red curve) and the projection terms on the right-hand side of (6), such
as dynamical warming (black solid curve), which is comprised of the sum of adiabatic warming (dashed curve) and horizontal
thermal advection (dotted curve), along with the residual (blue curve), are shown. Values have been multiplied by 1 3 1026.
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propagating waves are also made evident by subtracting
the phase 1 composite from the phase 5 composite (right
panels in Fig. 2) since the sign of the anomalies in all three
sets of panels is the same.

To investigate the processes through which the SAT
changes take place, we start from the thermodynamic
energy equation:
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where N is the buoyancy frequency defined as
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and Q is the diabatic heating. Here R is the gas constant
for dry air, H is the scale height, k is the ratio of the gas
constant to the specific heat capacity at constant pres-
sure ([R/Cp), and To is the horizontal mean tempera-
ture [5To(z)].

The relative timing and impact of the terms that drive
the SAT change can be assessed quantitatively by pro-
jecting each term onto the spatial pattern of the SAT
averaged over lag 13 through lag 111 days (see Feldstein

2003 for additional details about the methodology). This
time interval is chosen because the time taken for trop-
ically forced Rossby wave trains to reach high latitudes
is 5 to 10 days (Hoskins and Karoly 1981). We define the
projection Pi as

Pi [ !
j

jij(l, u)Tj l, u) cosu,ð (3)

where jij is the ith term on the rhs of (1) and Tj is the
SAT pattern averaged over lag 13 to lag 111 days, both
at the jth grid point. We further write the anomalous
SAT at any MJO lag day t as

T(l, u, t) 5 a(t)T(l, u) 1 T9(l, u, t), (4)

and define a(t) as
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which results in T9 being orthogonal to T. Here the
quantity a(t) represents a measure of the similarity

FIG. 1. (top) Total OLR composite on lag day 0 with (bottom) lagged composites of SAT on lag days 0, 5, 10, and 15 for MJO (left) phase
1 and (right) phase 5. Solid contours are positive, dashed contours negative, and the zero contours are omitted; positive (negative) values
above the 95% confidence level for a Student’s t test are shaded in red (blue).
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propagating waves are also made evident by subtracting
the phase 1 composite from the phase 5 composite (right
panels in Fig. 2) since the sign of the anomalies in all three
sets of panels is the same.
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for dry air, H is the scale height, k is the ratio of the gas
constant to the specific heat capacity at constant pres-
sure ([R/Cp), and To is the horizontal mean tempera-
ture [5To(z)].

The relative timing and impact of the terms that drive
the SAT change can be assessed quantitatively by pro-
jecting each term onto the spatial pattern of the SAT
averaged over lag 13 through lag 111 days (see Feldstein

2003 for additional details about the methodology). This
time interval is chosen because the time taken for trop-
ically forced Rossby wave trains to reach high latitudes
is 5 to 10 days (Hoskins and Karoly 1981). We define the
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FIG. 1. (top) Total OLR composite on lag day 0 with (bottom) lagged composites of SAT on lag days 0, 5, 10, and 15 for MJO (left) phase
1 and (right) phase 5. Solid contours are positive, dashed contours negative, and the zero contours are omitted; positive (negative) values
above the 95% confidence level for a Student’s t test are shaded in red (blue).
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between the anomalous SAT pattern T and the time-
mean SAT, T. After substituting (4) into (1), multiplying
both sides of (1) by Tj cosu, and then integrating over
high latitudes (608–908N), (1) becomes

da

dt
5
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2

i51
Pi
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j

Tj
2

cosu
, (6)

where i 5 1 corresponds to dynamical warming and i 5 2
to the residual. The residual is calculated by subtracting
the contribution by the dynamical warming from da/dt.
The residual term includes downward IR (during the
boreal winter, downward solar radiation is essentially
zero over the Arctic) and surface heat fluxes. Unlike the
dynamical terms, the contribution by these diabatic
heating terms to da/dt is not calculated explicitly be-
cause doing so requires making assumptions about the
vertical convergence of these fluxes.

Figure 4 illustrates the projection of the composite of
each term on the rhs of (1), downward IR, surface heat
flux, and specific humidity, onto the time-averaged SAT
pattern [as defined in (3), top panels], normalized by the
maximum projection, along with da/dt and the corre-
sponding projections [as defined in (6), bottom panels]
as a function of lag days relative to the MJO. The top
two panels in Fig. 4, which show normalized projections,
measure the similarity between various quantities and
the time-mean SAT pattern, while the bottom two pan-
els in Fig. 4 show da/dt along with the separate contri-
bution to da/dt made by the terms on the rhs of (1). Also,
it is important to note that the normalized projection
curves do not show the relative amplitude of the indi-
vidual quantities and are presented to illustrate the
relative timing of these quantities, especially that for the
downward IR flux, specific humidity, and the surface
heat flux. The relative amplitude of each term can be
evaluated by using (6), as shown in the lower panel of
Fig. 4. The normalized projections show that the dy-
namical warming term (black solid curve) attains its
maximum projection at lag 12 days for both phase 1

 
FIG. 2. Lagged composites of the zonal-mean-subtracted total

geopotential field on lag days 0, 5, 10, and 15 for (left) phase 1,
(middle) phase 5, and (right) phase 5 minus phase 1. Solid contours
are positive, dashed contours negative, and the zero contours are
omitted. For the right column, positive (negative) values above the
95% confidence level for a Student’s t test are shaded in light (dark)
gray.
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• i) The adiabatic warming initiates the SAT change,  
• ii) but subsequent warm advection makes a greater contribution 
• iii) and IR (sensible heat flux) change further amplifies 

(dampens) the warming.



Initial value calculations!
!

Can this be understood as a linear response to 
a tropical convective heating?



How we set up
• Model 

- GFDL spectral dynamical core at T42 with 19 levels 
- Simplified physics (Newtonian damping, Rayleigh 

friction, and diffusion) 
!

• Set up 
- Model is initialized using DJF 1979-2008 climatology. 
- Model is balanced by a stationary additional forcing. 
- Tropical heating is on until day 5 using CMAP 

precipitation composites.

and a negative anomaly over the western Pacific Ocean
(Fig. 1, top left), with its node being close to 1108E,
whereas phase 5 shows opposite features (Fig. 1, top
middle). In previous studies (e.g., Lin et al. 2010; Seo
and Son 2012), it was shown that an anomalous heating
field with this particular dipole spatial structure excites
large-amplitude extratropical circulation anomalies. To
examine the anomalous circulation and SAT response to
the latent heating associated with the MJO pre-
cipitation, in all of our calculations these anomalous
precipitation composites will be used to construct MJO-
like tropical heating anomalies (Fig. 1, top).

Recalling that the zonally asymmetric climatological
flow is used for our basic state, it is important to em-
phasize again that the structure of the total (climatology
plus anomaly) heating is most localized for phase 5 and
most zonally uniform for phase 1 (Fig. 1, bottom). Since
the anomalies tend to be linear (i.e., the MJO phase-1
anomalies tend to have the opposite sign to those for
MJO phase 5), if we add the anomalies to the climatol-
ogy, for one phase the total wave field can have a larger
amplitude than that of the climatology and for the other
phase the total wave field can have a smaller amplitude
than that of the climatology. As will be described later,
this point is important for interpreting the anomalous
wave activity flux.

To confine the heating to the tropics, the precipitation
is multiplied by the following weighting function:
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cos(3u) juj# 308
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.
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Here, u indicates the latitude. For its vertical structure,
we use an idealized profile of the form
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where D is the vertical depth of the heating, and sc the
level of maximum heating. The values of D and sc are
set to 0.8 and 0.5, respectively (Fig. 1, right). We have
varied the values of D and sc from 0.7 to 0.9, and from
0.4 to 0.6, respectively, and found that the pattern of the
model response to the forcing is insensitive to those
values, although for a fixed value of D the amplitude of
the model response increases as sc decreases. This is
because the vertical gradient of the heating in the upper
troposphere (not shown) increases with sc. To trans-
form the precipitation to a heating rate, the precipitation
is multiplied by the density of water and the latent heat
of vaporization and divided by the density of air, the
specific heat capacity of dry air at constant pressure, and
the vertical depth of the heating.

Two types of runs are performed: perturbations runs,
which include preexisting initial transient eddies, and
climatological runs, which lack initial transient eddies
(see Table 1). For the three sets of perturbation runs
(PER0, PER1, and PER5), each set has a different
tropical heating configuration and consists of 100 en-
semble members, with the flow in each member being
initialized with a randomly chosen observed daily field
(without considering MJO phase) from the ERA-
Interim dataset. To investigate the effect of the pertur-
bations, three climatological runs (CLIM0, CLIM1,
CLIM5) are performed, in which the model is initialized

FIG. 1. Spatial pattern of tropical heating used in this study, which is based on composites of (top) anomalous and (bottom) total
precipitation associated with MJO phases (left) 1 and (middle) 5. Contour intervals are (top) 0.5 and (bottom) 2 K and the zero contours
are omitted. Light (dark) shading indicates positive (negative) values. (right) Vertical structure of the tropical heating profile.

TABLE 1. The model integrations used in this study and their
respective initial conditions, tropical heating, and perturbations. In
all cases, the models are integrated for 20 days. All settings other
than those specified here are identical in all model integrations.

Initial background
flow

Tropical
heating

Number of
ensemble members

PER0 Daily No heating 100
PER1 Daily MJO phase 1 100
PER5 Daily MJO phase 5 100
CLM0 Climatology No heating Single run
CLM1 Climatology MJO phase 1 Single run
CLM5 Climatology MJO phase 5 Single run
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where D is the vertical depth of the heating, and sc the
level of maximum heating. The values of D and sc are
set to 0.8 and 0.5, respectively (Fig. 1, right). We have
varied the values of D and sc from 0.7 to 0.9, and from
0.4 to 0.6, respectively, and found that the pattern of the
model response to the forcing is insensitive to those
values, although for a fixed value of D the amplitude of
the model response increases as sc decreases. This is
because the vertical gradient of the heating in the upper
troposphere (not shown) increases with sc. To trans-
form the precipitation to a heating rate, the precipitation
is multiplied by the density of water and the latent heat
of vaporization and divided by the density of air, the
specific heat capacity of dry air at constant pressure, and
the vertical depth of the heating.

Two types of runs are performed: perturbations runs,
which include preexisting initial transient eddies, and
climatological runs, which lack initial transient eddies
(see Table 1). For the three sets of perturbation runs
(PER0, PER1, and PER5), each set has a different
tropical heating configuration and consists of 100 en-
semble members, with the flow in each member being
initialized with a randomly chosen observed daily field
(without considering MJO phase) from the ERA-
Interim dataset. To investigate the effect of the pertur-
bations, three climatological runs (CLIM0, CLIM1,
CLIM5) are performed, in which the model is initialized

FIG. 1. Spatial pattern of tropical heating used in this study, which is based on composites of (top) anomalous and (bottom) total
precipitation associated with MJO phases (left) 1 and (middle) 5. Contour intervals are (top) 0.5 and (bottom) 2 K and the zero contours
are omitted. Light (dark) shading indicates positive (negative) values. (right) Vertical structure of the tropical heating profile.

TABLE 1. The model integrations used in this study and their
respective initial conditions, tropical heating, and perturbations. In
all cases, the models are integrated for 20 days. All settings other
than those specified here are identical in all model integrations.

Initial background
flow

Tropical
heating

Number of
ensemble members

PER0 Daily No heating 100
PER1 Daily MJO phase 1 100
PER5 Daily MJO phase 5 100
CLM0 Climatology No heating Single run
CLM1 Climatology MJO phase 1 Single run
CLM5 Climatology MJO phase 5 Single run
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To examine the processes by which the SAT response
takes place, we start from the thermodynamic energy
equation,

›T

›t
5 2u ! $T 2 N2HR21w 1 Q, (3)

where N is the buoyancy frequency defined as

N2 5
R

H

kTo

H
1

dTo

dz

! "
, (4)

and Q is the diabatic heating. Here, R is the gas constant
for dry air, H is the scale height, k is the ratio of the gas
constant to the specific heat capacity at constant pres-
sure ([R/Cp), and To is the horizontal mean tempera-
ture f5To(z)g.

Following YLF, we investigate the relative timing and
amplitude of the terms on the right-hand side (rhs) of (3),
namely horizontal thermal advection, adiabatic warming,
and diabatic heating, respectively. Since it takes about

1–2 weeks for tropically forced Rossby waves to reach
high latitudes (Hoskins and Karoly 1981), we project
each of the terms on the rhs of (3) onto the SAT pattern
averaged over days 7–13, for the domain 608–908N
(Feldstein 2002, 2003; YLF). The SAT anomaly pattern,
averaged over this time period, is a measure of the re-
sponse of the high-latitude temperature field to the MJO
tropical heating. The projection Pi is written as

Pi 5 !
j

jij(l, f)Tj(l, f) cosf, (5)

where jij is the ith term on the rhs of (3), and Tj is the
SAT pattern averaged over days 7–13, both terms being
evaluated at the jth grid point. The anomalous SAT at
any time t is defined as

T(l, f, t) 5 a(t)T(l, f) 1 T9(l, f, t), (6)

where a(t) satisfies

FIG. 2. The composite evolution of the anomalous 300-hPa geopotential height (contours) and SAT (shading) for
MJO phases (left) 1 and (right) 5. All panels show the deviation from the ensemble mean of the PER0 (no convective
heating) runs. The panels show days (top to bottom) 3, 6, 9, 12, 15, and 18. The contour interval is 4 m. Solid contours
are positive, dashed contours negative, and the zero contours are omitted.
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where the Pi are for the projections of the composite
terms from the rhs of (3) onto T, such as dynamical
warming (the sum of horizontal thermal advection and
adiabatic warming; i 5 1) and the residual (i 5 2).
Equation (8) enables us to determine the relative am-
plitude and timing of each term in the thermodynamic
energy equation toward the driving of T.

In Fig. 5, it is seen that the dynamical warming term
(thin solid curve) plays the dominant role in driving the
Arctic SAT, as it closely follows da(t)/dt (thick curve) on
most days. The relative amplitude of each term is con-
sistent with Fig. 3 in YLF: horizontal thermal advection
(dotted curve) makes a much larger contribution than
the adiabatic warming (dashed curve). YLF also found
that adiabatic warming leads the horizontal thermal
advection. In our model, however, this lead–lag rela-
tionship is not present. Finally, the residual (curve with
asterisks) remains relatively small throughout the in-
tegration, as for the sum of the downward IR and the
surface heat flux in Fig. 3 of YLF. Apparently, the
Newtonian cooling can mimic this aspect of the down-
ward IR and surface heat flux.

b. Zonal mean diagnostics

Having demonstrated that the Arctic SAT change in
the model is driven primarily by dynamical warming, we
next address the question of how the MJO heating can
bring about the warm horizontal thermal advection and
adiabatic warming at high latitudes for phase 5, and vice
versa for phase 1. Again, as in YLF, we investigate this
question within the wave–zonal-mean flow framework.
Figure 6 illustrates the temporal evolution of the zonal-
mean temperature anomaly (shading). In the extratropics,
phase 1 (left) shows that a negative temperature response

emerges near 508N at day 9. By day 18, the northern
edge of the cold air reaches 758N. For phase 5 (right), an
analogous pattern of warming can be seen. This high-
latitude temperature anomaly is somewhat shifted
equatorward compared to the observations, but the
overall picture remains consistent (Fig. 5 in YLF).

The zonal-mean zonal wind composite (thin contours
in Fig. 6, right) shows evidence of an anomalous wave
source at the equator for phase 5, since the anomalous
zonal wind is positive in this region [wave–zonal mean
flow interaction theory (Andrews and McIntyre 1976,
1978) indicates the presence of a wave source in regions
of eddy momentum flux convergence and thus a zonal
wind acceleration]. Similarly, the phase-1 zonal-mean
zonal wind composite indicates the presence of an
anomalous wave sink at the equator (thin contours in
Fig. 6, left). Consistent with previous studies (Suarez
and Duffy 1992; Saravanan 1993; Lee 1999; Caballero
and Huber 2010), the more zonally localized tropical
heating of phase 5 excites an enhanced poleward prop-
agation of wave activity away the equator and shows an
eastward acceleration at the equator. Furthermore,
comparison between the zonal-mean zonal wind ten-
dency (the tendency can be inferred by comparing ad-
jacent days in Fig. 6) and the eddy momentum flux
convergence anomaly (shading in Fig. 7) suggests that
the zonal-mean zonal wind is driven mostly by the eddy
momentum fluxes. For both MJO phases, the anomalous
eddy momentum flux (contours in Fig. 7) first appears in
the tropics and expands poleward with time. Since the
direction of the eddy momentum flux is opposite to that
of the wave activity flux (Held 1975), it can be seen for
phase 5 (phase 1) that there is enhanced (reduced)
poleward wave activity propagation throughout the
model integration (see also Fig. 3). For both MJO pha-
ses, the anomalous eddy momentum flux reaches high
latitudes by day 9, consistent with the theoretical time
scale of Rossby wave packet propagation (Hoskins and
Karoly 1981).

FIG. 5. The time rate of change of a(t) (thick curve), dynamical warming (thin solid curve), adiabatic warming
(dashed curve), horizontal thermal advection (dotted curve), and the residual (curve with asterisks), for MJO phase 1
(left) and phase 5 (right). Values have been multiplied by 1 3 1026.
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Climate model simulations!
!

Do climate models reproduce the results?



Climate models

• The MJO is not well represented in climate models.!
- Only 2 of 14 models in the CMIP3 had the variance of the MJO 

comparable to the observed value.  
- Many of the CMIP3 models were lack of pronounced peaks in the 

power spectrum at the MJO time scales, and did not produce 
realistic eastward propagation of the MJO (Lin et al. 2006). 

- In CMIP5 models, simulated variance of the MJO was generally 
increased, but still many other aspects of the MJO needed to be 
further improved (Hung et al. 2013). 
!

• For MJO teleconnection, we need realistic MJO, as well 
as the basic state.!
- Modifying a certain feature in convection scheme often results in 

degradation in basic state (Kim et al. 2014).
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Fig. 15. The lead-lag correlations of 20-100 days band-pass filtered, daily PRECT (color
shading) and U850 (solid-dashed line) correlated to the daily time series of band-pass filtered
PRECT at 90oE as a function of longitude (upper two rows) and at 0oN as a function of
latitude (lower two rows) during May.-Oct. (first and third rows) and Nov.-Apr. (second
and fourth rows), respectively, from the GPCP PRECT and the NCEP-NCAR reanalysis of
U850 during Jan.1996-Dec.2008 (center), CAM5 (left) and UNICON (right).
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Lag correlations of subseasonal precipitation

AMIP type CAM5 simulations

• CAM5 with default setting vs CAM5 + UNICON 
• UNICON replaces deep and shallow convection schemes. 
• In UNICON, treatment for entrainment rate and plume 

organization are better represented.  This leads to improved 
diurnal cycle of precipitation and the MJO. 

• Mean winds in CAM5 vs UNICON are not much different.

Longitude
Park 2014a,b
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Discussion

• Does the MJO have an impact on sea ice? 
- “MJO modulates Arctic sea ice in both summer and winter 

seasons, with the region of greatest variability shifting with 
the migration of the ice margin poleward (equatorward) 
during the summer (winter) period.” (Henderson et al. 2014) 

!
• How would the MJO change with climate change? 

- For past decades, MJO phases 4-6 have been more 
frequently occurred while phases 1-2 have shown a 
moderate decrease in their frequency of occurrence (Yoo et 
al. 2011). 

- The RCP8.5 simulation of CCSM4 suggests stronger MJO 
amplitude in the future (Subramanian et al. 2014).



Thank you


