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Abstract
This study investigates the robustness of the stratospheric pathway in linking the sea ice variability over the Barents-Kara 
Sea in late autumn and early winter to the mid-latitude circulation in the subsequent winter. Two groups of models from the 
Coupled Model Intercomparison Project phase 5 (CMIP5) archive, one with a well-resolved stratosphere (high-top models) 
and the other with a poorly-resolved stratosphere (low-top models) are explored to distinguish the role of the stratospheric 
pathway. The results show that, collectively, high-top models are able to capture the persistent mid-latitude circulation 
response in the subsequent winter. The response in low-top models is, however, weaker and not as long-lasting most likely 
due to lack of stratospheric variability. Analysis of eddy heat flux reveals that stronger vertical wave propagation leads to a 
stronger response in stratospheric polar vortex in high-top models. In particular, it shows that zonal wave-2 eddy heat flux is 
crucial in leading to a stronger linear constructive interference with the climatological waves in high-top models. The results 
find that multi-model ensemble of CMIP5 high-top models is able to capture the prolonged impact of sea ice variability on 
the mid-latitude circulation and out performs the low-top models in this regard. Our study suggests that the representation of 
the stratosphere in climate models plays an important role in amplifying and extending the mid-latitude circulation response.
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1 Introduction

The Arctic has experienced an unprecedented and acceler-
ated sea ice loss and warming in the recent decades (Screen 
and Simmonds 2010), which is widely known as Arctic 
Amplification (AA). Global climate model simulations have 
projected a likelihood of further warming by the end of the 
current century with a doubling of near surface tempera-
ture increase over the Arctic compared to the global average 
(Collins and Coauthors 2013). The AA peaks in early winter 
possibly as a result of ice-albedo feedback with retreat of 

sea ice in the fall. However, contributions from enhanced 
atmospheric moisture and oceanic transport, cloud cover and 
longwave radiation feedback (e.g., Lu and Cai 2009; Col-
lins and Coauthors 2013; Pithan and Mauritsen 2014; Cohen 
et al. 2014; Gong et al. 2017) are also important in shaping 
the emerging pattern.

It has been widely documented that sea ice variability, 
especially over the Barents and Kara Sea (BKS), could sig-
nificantly alter the mid-latitude atmospheric circulation in 
the Northern Hemisphere (NH) (see review papers by Cohen 
et al. 2014; Barnes and Screen 2015, and references therein). 
A majority of the studies have detected a negative North 
Atlantic Oscillation (NAO) or Northern Annular Mode 
(NAM)-like pattern and a weakening of the stratospheric 
polar vortex as a result of sea ice loss. Nevertheless, consid-
erable diversities still exist among the modeling studies (see 
a review paper by Screen et al. 2018) - some authors found 
a positive NAO-like pattern (Cassano et al. 2014; Screen 
et al. 2014) and a stronger polar vortex (Cai et al. 2012), 
while others suggested no significant impact on the NAO 
variability (Strey et al. 2010; Screen et al. 2013). In addi-
tion, from observations, autumn sea ice concentration (SIC) 
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over the Arctic is found to precede the mid-latitude tropo-
spheric circulation by about 2-4 motnhs (Wu and Zhang 
2010). However, the dynamical mechanism that accounts 
for this prolonged remote impact of sea ice variability is not 
well understood. Previous studies (e.g., Kim et al. 2014; Sun 
et al. 2015; Wu and Smith 2016; Nakamura et al. 2016) have 
suggested that, in addition to the tropospheric pathway, the 
stratospheric pathway might also be potentially important 
in linking the late autumn early winter sea ice loss with the 
mid-latitude circulation via troposphere-stratosphere cou-
pling, and therefore could probably explain the prolonged 
tropospheric circulation response (Zhang et al. 2017).

Similar to the mechanism that links October snow cover 
over Eurasia to mid-latitude winter (Smith et al. 2010; Cohen 
et al. 2010), recent studies have suggested that more plan-
etary-scale waves, forced by reduced sea ice and enhanced 
warming in early winter, can propagate vertically into the 
stratosphere, increase the polar cap geopotential height and 
weaken the stratospheric polar vortex (Jaiser et al. 2013; 
Kim et al. 2014). The anomalous stratospheric circulation 
can persist for about 1–2 months and later descend into the 
troposphere, resulting in negative NAM-like pattern near 
the surface (Kim et al. 2014; Sun et al. 2015; Nakamura 
et al. 2016).

In particular, to explore the role of the stratosphere, 
Sun et al. (2015) performed a set of prescribed sea ice loss 
experiments using the Whole Atmosphere Community Cli-
mate Model version 4 (WACCM4), a high-top model with 
a well-resolved stratosphere, along with identical experi-
ments using the Community Atmosphere Model version 
4 (CAM4), the low-top counterpart with a poorly-resolved 
stratosphere developed at National Center for Atmospheric 
Research (NCAR). Both the high-top and low-top models 
have similar physics and horizontal resolution, however, they 
differ in vertical extent. In that study, statistically significant 
negative NAM-like response was found in the tropospheric 
circulation in late winter in WACCM4 with future projection 
of pan-Arctic sea ice decline while the response was much 
weaker in CAM4. Therefore, they suggested that the stronger 
circulation response in WACCM4 is likely due to the bet-
ter representation of the stratosphere. Additionally, we note 
that most of the modeling studies that exhibit a negative 
NAO or a weakened polar vortex used high-top models with 
realistic simulation of the stratosphere (e.g. Wu and Smith 
2016; Nakamura et al. 2016; Zhang et al. 2018). The stud-
ies that can not reproduce a tendency for the negative NAO 
or weakened polar vortex used low-top models with poorly 
represented stratosphere (Strey et al. 2010; Cai et al. 2012; 
Screen et al. 2013; Cassano et al. 2014).

Specifically, it has been proposed that the BKS SIC retreat 
could induce a long lasting effect on the tropospheric circula-
tion through the stratospheric pathway (Nakamura et al. 2016; 
Zhang et al. 2017). However, so far, the remote effects of BKS 

SIC variability via troposphere-stratosphere coupling have 
been studied using single climate model simulations (Kim 
et al. 2014; Nakamura et al. 2016; Screen 2017; Zhang et al. 
2017) and limited period of observations (Kim et al. 2014; 
Yang et al. 2016). Recently, it has been strongly advocated 
that simulations from diverse coupled models, using as many 
models as possible, are necessary to examine the robustness of 
the results (and references therin Screen et al. 2018). The Cou-
pled Model Intercomparison Project phase 5 (CMIP5) experi-
ments represent an excellent resource for multi-model study 
to assess the robustness of the stratospheric pathway, which 
has remained poorly explored in this regard. In this study, 
our goal is to revisit the prolonged impact of the BKS SIC 
variability and assess the robustness of the mechanism of the 
stratospheric linkage from diverse coupled model simulations. 
Moreover, our aim is to explicitly demonstrate the responses 
in planetary scale waves to SIC variability to better under-
stand the troposphere-stratosphere coupling in multi-model 
ensemble settings.

Therefore, in this study, we shall use an ensemble of global 
climate models that participated in the CMIP5 experiments, 
focus on year-to-year variability and examine whether there is 
any significant difference between the high-top and low-top 
models. Earlier Charlton-Perez et al. (2013) documented that 
the stratospheric dynamical variability is under-represented 
in CMIP5 low-top models as compared to high-top models. 
Therefore, it is expected that differences can be seen between 
high-top and low-top models in their representation of the 
stratospheric pathway, i.e. the stratosphere-troposphere cou-
pling that links the Arctic with the mid-latitudes. In this study, 
our key research questions include: 1. How well do CMIP5 
models simulate the stratospheric pathway in linking the BKS 
SIC variability with the mid-latitude circulation? 2. Does the 
impact of BKS SIC variability differ between high-top and 
low-top models and what is the underlying mechanism?

Our study uniquely explores to what extent the circulation 
responses may be solely the result of BKS SIC variability 
via stratospheric pathway in the two groups of the mod-
els. The paper is organized as follows. Section  2 discusses 
about the CMIP5 model outputs and diagnostics. Section  3 
describes the prolonged impact of BKS SIC variability on 
the mid-latitude circulation and surface air temperature and 
exploits the dynamics in high-top and low-top models. Sec-
tion  4 concludes the paper.

2  Data and methods

2.1  Observations

ERA-Interim reanalysis data produced by the European 
Center for Medium-Range Weather Forecasts (ECMWF) 
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(Dee and Coauthors 2011) has been used to represent the 
atmospheric circulation in Figure S2. We use the monthly 
700 hPa zonal wind in 1.5◦ longitude × 1.5◦ latitude hori-
zontal resolution for the period of 1979–2014. In addition, 
we use monthly SIC derived from the passive microwave 
satellite data using bootstrap algorithm during the same time 
period. The SIC dataset is available in 448 × 304 horizontal 
(25 km mesh) grid in the NASA National Snow and Ice Data 
Center Distributed Active Archive Center (Comiso 2000). 
We focus on the year-to-year variability by removing the 
long-term linear trend from observations for all variables.

2.2  CMIP5 models

We analyze models with a well-resolved stratosphere (high-
top models) and models with a poorly-resolved stratosphere 
(low-top models) in the CMIP5 pre-industrial control 
experiments (Taylor et al. 2012). The pre-industrial control 
experiments are forced with only natural forcings, i.e. solar 
radiation, natural aerosols and greenhouse gas concentra-
tions that imitate the conditions prior to 1850 and do not 

have anthropogenic contributions, which would allow us to 
solely examine the impact of natural variability. In addi-
tion, significantly long span of model integrations in pre-
industrial control experiments helps to improve the signal 
to noise ratio (Furtado et al. 2015). We select the models 
based on the availability of all variables, including monthly 
zonal and meridional wind, geopotential height and surface 
air temperature, and follow Charlton-Perez et al. (2013) to 
divide the models into high-top and low-top groups. The 
10 high-top models are listed in Table 1 and the 10 low-top 
models are listed in Table 2. The two groups of models differ 
significantly in model top height and vertical resolution but 
not in horizontal resolution (as shown in Tables 1 and 2). 
We compare the average of the high-top and low-top models 
over the whole available time period.

2.3  Diagnostics

We focus on the late autumn and early winter SIC variabil-
ity over the BKS region(70◦–82◦N , 15◦–100◦E ), specifically 
during November and December (ND) following previous 

Table 1  Horizontal resolution, 
model top height, vertical 
resolution and integration 
period of the high-top models 
from CMIP5 archive analyzed 
in this study

Number Models Resolution (lat × lon) Lid heights (hPa) Vertical levels Time 
period 
(years)

1 CanESM2 2.7906◦ × 2.8125◦ 1 35 1096
2 CESM1-WACCM 1.88◦ × 2.5◦ 5.1 × 10−6 66 200
3 GFDL-CM3 2◦ × 2.5◦ 0.01 48 500
4 HadGEM2-CC 1.25◦ × .875◦ 0.01 60 240
5 IPSL-CM5A-LR 1.8947◦ × 3.75◦ 0.04 39 1000
6 IPSL-CM5A-MR 1.2676◦ × 2.5◦ 0.04 39 300
7 MIROC-ESM 2.79◦ × 2.81◦ 0.0036 80 531
8 MIROC-ESMCHEM 2.79◦ × 2.81◦ 0.0036 80 255
9 MPI-ESM-LR 1.8653◦ × 1.875◦ 0.01 47 1000
10 MRI-CGCM3 1.12148◦ × 1.125◦ 0.01 48 500

Table 2  Horizontal resolution, 
model top height, vertical 
resolution and integration 
period of the low-top models 
from CMIP5 archive analyzed 
in this study

Number Models Resolution (lat × lon) Lid heights (hPa) Vertical levels Time 
period 
(years)

1 bcc-csm1.1 2.7906◦ × 2.8125◦ 2.917 26 500
2 CCSM4 0.9424◦ × 1.25◦ 2.19 27 500
3 CNRM-CM5 1.4008◦ × 1.40625◦ 10 31 850
4 CSIRO-Mk3.6.0 1.86◦ × 1.87◦ 4.5 18 500
5 INM-CM4 1.5◦ × 2◦ 10 21 500
6 GFDL-ESM2M 2.02◦ × 2.5◦ 3 24 500
7 GFDL-ESM2G 2.02◦ × 2◦ 3 24 500
8 HadGEM2-ES 1.25◦ × 1.875◦ 3 38 239
9 MIROC5 1.4008◦ × 1.406◦ 3 40 200
10 NorESM1-M 1.8947◦ × 2.5◦ 3.54 26 501
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studies (Kim et al. 2014; Yang et al. 2016; Zhang et al. 
2017; Hoshi et al. 2017). We define BKS SIC index using 
the standardized SIC anomaly averaged during ND, area-
averaged over the BKS region. Here we reverse the sign of 
the SIC index to emphasize the effect associated with sea 
ice loss. We perform lagged regression analysis between the 
BKS SIC index and winter time atmospheric variables to 
identify the possible impact of SIC loss on the atmospheric 
circulation in the subsequent months. We note that the vari-
ations of the monthly simulated BKS SIC among different 
models are comparable between the two groups and the 
models can approximately reproduce the observed detrended 
BKS SIC variability within the multi-model spread (Fig. 
S1). We find that the regression results remain robust while 
using October-November BKS SIC (not shown) instead of 
ND BKS SIC index.

In order to further diagnose the two-way troposphere-
stratosphere coupling, we examine the variability of polar 
cap zonal mean zonal wind, area-averaged between 50◦
–70◦N . In addition, we examine the zonal mean eddy heat 
flux [v∗T∗

] at 100 hPa to diagnose the upward wave propa-
gation (Polvani and Waugh 2004; Simpson et  al. 2009; 
Hoshi et al. 2017). Here, v and T are monthly meridional 
wind and air temperature, respectively, and the bracket and 
asterisk denote zonal mean and deviation from zonal mean, 
respectively.

We interpolate each model into a common grid of hori-
zontal resolution of 2◦ longitude × 2◦ latitude to calculate 
multi-model mean. We estimate the agreement among mod-
els by examining if at least 80% of the models agree on the 
sign of the response. The statistical significance in observa-
tions is calculated using the students t-test at the 95% con-
fidence level. We also find that the differences between the 
two groups of the models remain unchanged by varying the 
subsample of the models from the two groups (not shown). 
Additionally, we find that normalizing both the BKS SIC 
and the atmospheric variables does not change the conclu-
sion (not shown).

3  Results

3.1  Prolonged response in tropospheric circulation

First, we examine the mid-latitude circulation response 
associated with BKS SIC variability in the observations 
(Fig. S2). The observations show a long-lasting impact 
of late autumn early winter SIC variability on the atmos-
pheric circulation well into mid winter (January to March). 
Figure S2 shows the regression of observed detrended 700 
hPa zonal wind onto the BKS SIC index from December 
to subsequent April. We find an equatorward shift of the 
tropospheric jet associated with a pronounced weakening 

on the poleward flank of the climatological jet. The signal is 
more pronounced over the North Atlantic-European sector 
from January to March and disappears in April. We note that 
the response in tropospheric jet, is not synchronized with 
the SIC variability, but rather maximizes in the subsequent 
January to March. Next we explore whether state-of-the-art 
coupled climate models can simulate the lead-lag relation-
ship and whether there is any significant difference between 
high-top and low-top models.

Figure 1 shows the mid-latitude circulation response 
associated with BKS SIC variability in CMIP5 multi-model 
mean during February, as an example. The high-top models 
show a long-lasting impact that the atmospheric circulation 
associated with late autumn early winter SIC variability per-
sists well into mid winter (February). Figure 1ab show the 
regression of 700 hPa zonal wind onto the BKS SIC during 
February, for two groups of models, respectively. We find 
a weakening on the poleward flank of the climatological jet 
for both groups. In addition, more importantly, the high-top 
multi-model mean (Fig. 1a), with well resolved stratosphere, 
shows a stronger weakening of the tropospheric jet over the 
North Atlantic-Europe sector, however, the deceleration of 
the tropospheric jet in this region in low-top multi-model 
mean (Fig. 1b) is much weaker. It is difficult to compare the 
model simulations with the observations due to the differ-
ences in the length of the time series and forcings, but the 
pattern of the high-top multi-model mean shows a closer 
resemblance to the observations, especially the jet weaken-
ing response over the North Atlantic sector (Fig. S2c), as 
compared to the low top multi-model mean.

In addition, we also show the regressed 500 hPa geopoten-
tial height field and find similar differences between the two 
groups of models (see Fig. 1c, d). A negative NAM-like pat-
tern is seen with positive geopotential height anomaly over 
the Arctic and negative geopotential height anomaly over 
the North Atlantic region for both groups. However, high-
top models (Fig. 1c) show a more pronounced geopotential 
height anomaly compared to low-top models (Fig. 1d), espe-
cially over the polar region of the North Atlantic sector. A 
similar negative NAM-like pattern is found in observations 
(e.g. Fig. 3C of Zhang et al. (2018)).

Previously, Furtado et al. (2015) studied the dynami-
cal linkage between October snow cover over Eurasia 
and Arctic Oscillation (AO) in winter and found that 
CMIP5 models lack a robust lagged response compared 
to observations. Following Charney and Drazin (1961), 
they argued that the background zonal mean state in 
models may be responsible for the weaker propagation 
of the vertical component of wave activity flux that is 
proportional to the meridional heat flux and the subse-
quent stratospheric variability. It is possible that the cir-
culation response can be sensitive to the basic state of 
the model (Kidston and Gerber 2010; Bader et al. 2011), 
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Fig. 1  Regression of 700 hPa zonal wind anomaly (in m/s per 1 
standard deviation of BKS SIC loss) during February on the normal-
ized BKS SIC variability in the previous November and December in 
a high-top models and b low-top models (color shadings and white 
contours with contour interval of 0.04 m/s), respectively. The dashed 

black line indicates the climatological jet position. The BKS region is 
highlighted in thick black box. The dots imply that at least 80% of the 
models agree on sign of change. c, d Are similar to a, b but for 500 
hPa geopotential height (color shadings and white contour with con-
tour interval of 0.5 m) during February in lower panel
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which can result in high-top and low-top differences. For 
example, Kidston and Gerber (2010) mentioned that an 
equatorward bias in climatological jet-position can result 
in enhanced poleward shift of the jet. Therefore, here we 
examine whether differences in climatological jet latitude 
and jet speed in models affect the anomalous zonal wind 
over the North Atlantic and the inter-model spread. We 
define the jet response as the change of jet speed over 
the region ( 45◦–90◦N and 315◦–360◦E ) with the strongest 
weakening of the jet in the North Atlantic sector. To cal-
culate climatological jet statistics, we zonally average the 
700 hPa zonal wind over the North Atlantic sector ( 45◦
–90◦N and 270◦–360◦E ), interpolate into a finer latitudinal 
grid of 0.05◦ and define the maximum zonal wind speed 
as the jet speed and the corresponding latitude as the jet 
latitude. We find that neither group of models shows any 
significant correlation between the jet response and the 
climatological jet-latitude (Fig. S3a). Although, we find 
a moderate yet statistically insignificant negative corre-
lation between the jet response and the climatological 
jet speed in low-top models which suggests that low-top 
models with a faster climatological jet are more likely 
to produce a larger slowdown of the jet speed to sea ice 
variability (Fig. S3b). However, lack of robustness in this 
relationship is in contrast with the statistically robust cir-
culation response as shown in Figure 1. Hence, we argue 
that the differences in circulation response between high-
top and low-top models are not likely related to differ-
ences in climatology, but instead, are attributed to the 
representation of the stratospheric pathway (to be dis-
cussed next).

3.2  Dynamics of troposphere–stratosphere 
coupling

The previous section presented the differences between 
CMIP5 high-top and low-top models in simulating the 
impact associated with the BKS SIC variability on the 
midlatitude circulation. In this section, we attribute the 
differences between high-top and low-top models to the 
stratospheric pathway. Figure 2 shows the monthly evolu-
tion of polar cap zonal mean zonal wind from November 
to April associated with BKS SIC variability. We find that 
both groups of models simulate a weakening of the strato-
spheric polar vortex but with different strength. In the high-
top multi-model mean, the weakening of the stratospheric 
polar vortex starts in December, maximizes in January at 10 
hPa and gradually migrates downward reaching the lower 
troposphere in February (Fig. 2a). The downward descent 
of the stratospheric circulation response indicates possible 
stratosphere-troposphere coupling in mid-winter. However, 
in the low-top multi-model mean, the weakening of zonal 
wind is weaker and the tropospheric response is short-lived 
and disappears after January (Fig. 2b). Previously, Charlton-
Perez et al. (2013) documented that the key reason behind 
short-lived tropospheric response in low-top models is the 
lack of stratospheric dynamical variability which results in 
reduced e-folding time scale of NAM-like signal.

To better understand the stronger weakening of the 
stratospheric polar vortex in high-top models compared to 
low-top models, we study the eddy heat flux at 100 hPa, 
which provides a diagnostic measurement of troposphere-
stratosphere coupling (Polvani and Waugh 2004; Kim et al. 

Fig. 2  Monthly evolution of zonal mean zonal wind (in m/s per 1 
standard deviation of BKS SIC loss) averaged between 50◦–70◦ N 
from November to April, associated with BKS SIC variability in 
November and December in a high-top models and b low-top models 

(color shadings). The red circles represent the months with minimum 
values at given pressure levels. The black dots indicate that at least 
80% models agree on sign of change
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2014; Sun et al. 2015). We choose December as the upward 
propagation phase, which is during the forcing period (ND) 
and coincides with the onset of the weakened polar vortex 
(Fig. 2). In the multi-model mean, an anomalous upward 
heat flux is seen in December in both high-top and low-top 
models (Fig. 3a, b). It primarily occurs in the vicinity of 
Eastern Eurasia (EE) region ( 50◦–80◦N , 140◦–160◦W ) and 
Central Eurasia (CE) region ( 50◦–80◦N , 50◦–90◦E ), which 
collocates with the climatological maxima of eddy heat flux. 
These two regions were also found as two important cent-
ers of action for linear constructive interference and tropo-
sphere-stratosphere coupling in Hoshi et al. (2017). Follow-
ing an enhanced upward heat flux anomaly, the weakening of 
the stratospheric polar vortex reaches its maximum during 
January (Fig. 2). We closely compare this chain of events 
between the two groups of models, to explore the reason 
behind the stronger response in high-top models. In Decem-
ber, prior to the maximum stratospheric response in January, 
we find a stronger positive anomaly in eddy heat flux in the 
vicinity of CE and EE regions in high-top models (Fig. 3a) 
compared to low-top models (Fig. 3b), consistent with the 
more pronounced weakening of the stratospheric polar vor-
tex in high-top models compared to low-top.

Further decomposition of 100 hPa eddy heat flux into 
zonal wave-1 and wave-2 components shows that the key 
difference between the two groups of models can be mainly 
attributed to wave-2 component (Fig.  3e, f) as the contribu-
tions from wave-1 component are almost identical (Fig. 3c, 
d). This results in stronger linear interference mechanism 
where the anomaly of wave-2 component is mostly in phase 
with the climatological wave and thus leads to larger upward 
wave-2 flux into the lower stratosphere in high-top models 
(Fig. 3e) (Garfinkel et al. 2010; Smith et al. 2010; Zhang 
et al. 2017). In contrast, for low-top models, the weaker 
response in wave-2 component results in reduced upward 
wave-2 flux into lower stratosphere from interference with 
climatological waves (Fig. 3f).

To further examine the wave propagation between the two 
groups, we study the wave-1 (Fig. 4) and wave-2 (Fig. 5) 
components of geopotential height at 500 hPa and at 50 hPa 
during upward propagation phase in December and dur-
ing downward migration phase in February, respectively. 
In Fig. 2, we found that the downward descent of weak-
ened zonal wind dies off after January in low-top models 
while the high-top models show long-lasting response up 
to February. Hence, we consider February as the downward 
migration phase to explicitly distinguish the persistence of 
stratosphere-troposphere coupling between the two groups. 
We choose two vertical levels to determine the phase tilt 
with height of the wave patterns and the wave propagation 
(following Shaw et al. 2014). We expect a west-ward phase 
tilt for troposphere-stratosphere coupling during upward 
wave propagation phase and an east-ward phase tilt for 

stratosphere-troposphere coupling during downward wave 
migration phase. In wave-1 component, for both groups, we 
find a west-ward phase tilt with height between the two verti-
cal levels during December (Fig. 4a, b). However, in contrast 
to the high-top models (Fig. 4c), the low-top models do not 
show the east-ward phase tilt with height during February 
(Fig.  4d) which is an indication of no downward coupling. 
This is consistent with Fig. 2 where we find that the down-
ward coupling disappears after January for low-top models. 
In contrast to wave-1, the wave-2 component (Fig. 5) shows 
a much weaker response and the two levels mostly overlap 
each other.

Therefore, the key difference between the two groups of 
models is a stronger stratospheric response due to stronger 
eddy heat flux and a longer-lived tropospheric signal follow-
ing a stronger two-way coupling in high-top multi-model 
mean compared to low-top. However, as for why strato-
spheric wave propagation is distinct between the two groups 
of models, is beyond the scope of this study. As suggested in 
previous studies (Garfinkel et al. 2012; Sun et al. 2015), the 
weaker vertical wave propagation in low-top models could 
possibly be associated with a stronger polar vortex due to 
more wave reflection near the model lid (Sassi et al. 2010; 
Shaw and Perlwitz 2010; Sun et al. 2015). In addition, Shaw 
and Perlwitz (2010) found that different stratospheric states 
can also alter tropospheric wave climatology that may lead 
to different tropospheric wave interference in the two groups 
of models.

3.3  Missing mid‑winter Eurasian cooling

Another possible consequence of SIC loss that has been dis-
cussed extensively in recent studies is the Eurasian cold air 
outbreaks. However, the evidence of the linkage between the 
Arctic and mid-latitude extremes is doubtful due to limited 
period of observations and poor understanding of how the 
dynamics works (e.g. see review papers by (Cohen et al. 
2014; Shepherd 2016)). But several studies have suggested 
that a prominent warm Arctic cold Eurasia pattern (as found 
in Overland et al. 2011) is attributable to BKS SIC loss and 
an associated intensified Siberian high that advects cold air 
from the Arctic to the south (e.g. Mori et al. 2014; Vihma 
2014; Kug et al. 2015).

In CMIP5 multi-model mean, however, the cold tempera-
ture anomaly over Eurasia during February is almost absent: 
there is a very small and statistically insignificant cold 
anomaly over Eurasia in high-top models (Fig. 6a) whereas 
the cold anomaly is absent in low-top models (Fig. 6b). We 
note that following previous discussions, here we focus on 
the prolonged Eurasian temperature response during Febru-
ary. Despite the missing Eurasian cooling in models during 
mid-winter, both high-top and low-top models can simulate 
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Fig. 3  Similar to Fig. 1 but for 
100 hPa eddy heat flux (color 
shadings, in K  m/s per 1 stand-
ard deviation of SIC loss) in 
December in a high-top models 
and b low-top models, respec-
tively. The black contours (with 
a contour interval of 4 K  m/s) 
indicate climatological pole-
ward heat flux where positive 
values are solid while negative 
values are dashed. c–f are simi-
lar to a and b but for wave-1 
and wave-2 100 hPa eddy heat 
flux response (color shadings), 
respectively. The black contours 
have an interval of 1 K  m/s in 
c–f. Note different latitudinal 
extent compared to Fig.  1
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Fig. 4  Wave-1 geopotential height regression (per 1 standard devia-
tion of BKS SIC loss) at 500 hPa (color shadings) and 50 hPa (con-
tours) during December (a, b) and February (c, d), respectively. 
Contour interval is 0.5 m. Positive values in contours are solid brown 
while negative values are dashed blue and the zero contour is omitted. 

The solid brown dot and solid green dot represent the maxima and 
minima at 60◦N , as an example, at 500 hPa. The solid light red dot 
and solid black dot represent the corresponding maxima and minima 
at 50 hPa, respectively. Note different latitudinal extent compared to 
Fig.  1



 B. De, Y. Wu 

1 3

the Eurasian cooling during early-winter (not shown), which 
possibly does not include a stratospheric pathway.

We argue, this is possibly due to inability of the models to 
simulate an intensified ridge near the Ural Mountains and a 

trough over Eastern Eurasia (Zhang et al. 2018). To further 
examine that, we investigate the relation between the mid-
tropospheric circulation anomaly and Eurasian surface air 
temperature (SAT) anomaly among all the models. More 

Fig. 5  Similar to Fig. 4 but for wave-2 geopotential height regression (in color shadings and black contours with contour interval of 0.25 m). 
Note the difference in colorbar from Fig. 4. Note different latitudinal extent compared to Fig. 1
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Fig. 6  Similar to Fig.  1 but for surface air temperature (color shad-
ings) and 500 hPa geopotential height (black contours) during Feb-
ruary in a high-top and b low-top models. Positive values in geo-
potential height are solid while negative values are dashed. Contour 
interval is 0.5 m. The regions to construct the Ural mountain ridge 
anomaly and the Eurasia cold anomaly are highlighted in thick black 
and green boxes, respectively. c Scatter plot of 500 hPa geopotential 
height anomaly over 60◦–80◦N and 30◦–90◦E versus Eurasia SAT 

(ECI) over 40◦–60◦N and 80◦–120◦E during February associated with 
BKS SIC loss in the previous November and December in high-top 
models (in blue) and low-top models (in red). The numbers represent 
the corresponding models listed in Tables 1 and 2. The multi-model 
mean is shown as asterisk in blue for high-top and red for low-top, 
respectively. The correlation coefficient (r) and p-value are shown in 
the legend for high-top and low-top models, respectively
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specifically, we define the anomalous mid-tropospheric ridge 
as the weighted area averaged 500 hPa geopotential height 
anomaly over 60◦–80◦N 30◦–90◦E and construct an Eurasian 
Cooling Index (ECI) as the weighted area averaged SAT 
anomaly over 40◦–60◦N and 80◦–120◦E associated with BKS 
SIC variability. Although the multi-model mean is not able 
to simulate Eurasian cooling, there is a statistically signifi-
cant negative correlation between the tropospheric circula-
tion anomaly and ECI among the models (Fig. 6c), which 
suggests that the models that simulate a stronger intensi-
fied ridge near the Ural Mountains are likely to simulate a 
stronger Siberian cooling.

One possibility underlying the missing Eurasian cooling 
may be due to air-sea interaction in the coupled models, 
where oceanic feedbacks can impact the magnitude of the 
temperature response (Deser et al. 2015, 2016; McCusker 
et al. 2016). In a modeling study of Deser et al. (2016), 
they showed that an elevated global sea surface temperature 
(SST) associated with sea ice loss warms the troposphere by 
a combination of local and remote processes, which leads to 
strong thermodynamically induced warming over the high-
latitude continents and dominates over the dynamically 
induced intensified Siberian high and associated cooling 
over Eurasia. In particular, Deser et al. (2016) argued that 
in response to the Arctic sea ice loss, warm SST is con-
fined near the edge of the Arctic in the atmospheric models, 
whereas the warming spreads to lower latitudes of the ocean 
basins in the coupled model simulations (note positive SST 
anomaly over lower latitudes in Fig. 6a, b). Consequently, 
the dynamically-induced cooling might be weakened or 
even eliminated by the thermodynamically induced warm-
ing (Screen et al. 2018).

Therefore, even though we find robust responses in tropo-
spheric circulation associated with SIC variability via the 
stratospheric pathway, the resulting surface air tempera-
ture anomaly over Eurasia, especially in the coupled model 
experiments, remains an open question.

4  Conclusion and discussion

Through multi-model analysis of coupled climate models, 
this study reveals the robustness of the prolonged impact of 
the stratospheric pathway in linking BKS SIC variability 
and mid-latitude circulations. In the first part, we find that 
high-top multi-model mean simulates a stronger circulation 
response than the low-top counterpart during mid winter 
associated with fall BKS SIC variability, especially in zonal 
wind and geopotential height. The results also exhibit that 
the largest circulation responses are evident over the North 
Atlantic region and are more persistent in high-top models 
than low-top. In the second part, we attribute the differences 
in mid-latitude circulation anomaly between high-top and 

low-top models to the representation of the stratospheric 
pathway. Compared to low-top models, we find a stronger 
and longer-lived negative NAM-like pattern in high-top 
models. During upward propagation phase, a stronger verti-
cal wave propagation is found in high-top models, which 
leads to a stronger weakening of the stratospheric polar vor-
tex. In particular, we show that the wave-2 eddy heat flux 
plays the dominant role for the enhanced upward wave prop-
agation following constructive linear interference in high-top 
models. During downward migration phase, on the other 
hand, the phase-tilt of wave-1 geopotential height supports 
the stratosphere-troposphere coupling in high-top models. 
However, the multi-model mean in neither high-top or low-
top is capable of simulating the intensified ridge near the 
Ural Mountains and associated cooling over Eurasia during 
mid-winter. Alternatively, the warm ocean basins suggest 
that a thermodynamic effect, due to ocean coupling, may 
compensate the dynamical cooling in the coupled models.

Previously, only a few studies examined the connection 
between the Arctic and the mid-latitudes using CMIP5 
multi-model ensemble, however, the mechanism remains 
inconclusive due to the contrasting methodologies and 
results. For example, Zappa et al. (2018) found the largest 
mid-latitude circulation response during late winter due to 
future projected sea ice loss, however, Boland et al. (2017) 
found no support for a linkage between sea ice and atmos-
pheric circulation in CMIP5 future projections. In contrast to 
them, our study investigates the impact of Arctic sea ice var-
iability in pre-industrial control experiments, with a particu-
lar focus on the comparison between high-top and low-top 
models. It should also be noted that, in contrast to another 
study by Kelleher and Screen (2018), we solely examine 
the impact of BKS SIC variability and do not consider the 
dynamical mechanisms leading to the SIC variability.

Overall, this multi-model analysis has clearly demon-
strated the robustness of the prolonged circulation responses 
over the mid-latitudes associated with the BKS SIC variabil-
ity and a critical role of the stratospheric pathway. In particu-
lar, our study includes: (1) an assessment of the stratospheric 
pathway in a multi-model ensemble using diverse models 
from different modeling groups. (2) a detailed analysis of 
stratosphere-troposphere coupling which helps to distinguish 
the dynamics and its impact between high-top and low-top 
models. More specifically, we explicitly identify the zonal 
wave-2 eddy heat flux as the key for different dynamical 
coupling between the two groups of models.

While high-top and low-top multi-model mean shows 
robust differences in the simulation of tropospheric circu-
lation associated with BKS sea ice variability, there are a 
few caveats that we should consider. Firstly, the collective 
performance of the two model groups is not necessarily 
true when we examine each individual model. Instead, we 
find a considerable spread in the model response in each 
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group (Fig. 6c and S3). Secondly, in addition to model 
lid height, high-top and low-top model groups also have 
different model physics that could possibly cause the dif-
ference and inter-model spread. For example, in an assess-
ment of troposphere-stratosphere coupling in CMIP5 
future projections, Manzini et al. (2014) argued that the 
division of high-top and low-top models in future warming 
scenarios may not be reliable due to inter-model differ-
ence in climate sensitivity. Therefore, to unambiguously 
distinguish the role of the stratospheric pathway, “nudg-
ing” might be a better methodology. But previous studies 
using nudging method (e.g. Nakamura et al. 2016; Wu 
and Smith 2016; Zhang et al. 2017) have found consist-
ent conclusions that troposphere-stratosphere coupling is 
largely responsible for the prolonged tropospheric circu-
lation response. The third point concerns that using daily 
variables instead of monthly may be a better way to assess 
the chain of events involving the troposphere-stratosphere 
coupling, especially for identifying peak eddy heat flux 
and following stratospheric response. Lastly, we acknowl-
edge that correlation does not necessarily imply causa-
tion, and the lead-lag regression may not be the best way 
to identify the consequences of sea ice variability on the 
mid-latitude circulation response. For example, McGraw 
and Barnes (2018) used a “Granger Causality” approach 
to better establish the causality by ensuring that the results 
are not due to memory in data. Barnes and Simpson (2017) 
also took “Granger Causality” to quantify the response of 
zonal wind to variability of Arctic temperature on sub-
seasonal time scale. They found a robust impact but only a 
small additional percentage of the variance of the jet posi-
tion and speed can be attributed to Arctic Amplification. 
In addition, Kretschmer et al. (2016) introduced another 
novel approach of time series analysis named “Causal 
Effect Networks” to identify a causal relationship between 
the BKS SIC and winter circulation in the observations. 
They found that the autumn BKS SIC is a major driver of 
mid-latitude winter circulation by influencing the weak-
ened polar vortex and negative NAO pattern.

In summary, our results complement the conclusions 
of previous studies (Kim et  al. 2014; Sun et  al. 2015; 
Nakamura et al. 2016; Wu and Smith 2016; Zhang et al. 
2017) and suggests that the stratospheric pathway plays an 
important role for a persistent and amplified mid-latitude 
circulation response associated with BKS SIC variability. 
We explicitly demonstrate that CMIP5 high-top models, 
collectively, better simulate a stronger vertical wave propa-
gation and long-lasting downward coupling that produces 
a teleconnection between the Arctic and the mid-latitude 
via a “stratospheric bridge”. This study also suggests pos-
sible issues in low-top global climate models, especially 
for understanding NH weather and climate conditions. 
The results will be helpful for further improvement of 

global climate models by incorporating a well-resolved 
stratosphere.
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